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Planck CMB: Shorter & Later Reionization Era? 

Planck Consortium argue the WMAP τ, derived largely from TE/EE 
(polarization) data, is less convincing than the superior TT data from 
Planck whose degeneracy with the amplitude As can now be broken via 
CMB lensing constraints.  

WMAP9 TE PLANCK TT 

τ = 0.088 ± 0.013;  z = 10.5 ± 1.1            τ = 0.066 ± 0.013;  z = 8.8 ± 1.2  		



Does it Matter? Star Formation History 

A change of Δz~1.7 in 
instantanous redshift of 
reionization makes a big 
difference to the role of 
galaxies since their 
numbers decline very 
rapidly for z > 6. 
 
Census of galaxies now 
reaches to z~10 utilizing 
both blank fields and 
lensed surveys. 
 

Robertson et al (2015) 
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2. CONTRIBUTION OF Z < 10 GALAXIES TO LATE
REIONIZATION

2.1. Cosmic Star Formation History

If Lyman continuum photons from star-forming galax-
ies dominate the reionization process, an accounting of
the evolving SFR density will provide a measure of the
time-dependent cosmic ionization rate

ṅion = fescξionρSFR, (1)

where fesc is the fraction of photons produced by stel-
lar populations that escape to ionize the IGM, ξion is
the number of Lyman continuum photons per second
produced per unit SFR for a typical stellar population,
and ρSFR is the cosmic SFR density. Following Robert-
son et al. (2013), we adopt a fiducial escape fraction of
fesc = 0.2 and, motivated by the rest-frame UV spectral
energy distributions of z ∼ 7− 8 galaxies (Dunlop et al.
2013), a fiducial Lyman continuum photon production
efficiency of log10 ξion = 53.14 [Lyc photons s−1M−1

⊙ yr].
The observed infrared and rest-frame UV luminos-

ity functions (LFs) provide a means to estimate ρSFR.
We use the recent compilation of IR and UV LFs pro-
vided in Table 1 of MD14 and references therein to com-
pute luminosity densities ρL to a minimum luminosity
of Lmin = 0.001L⋆, where L⋆(z) is the characteristic
luminosity of each relevant LF parameterization (e.g.,
Schechter or broken power law models)5. We supplement
the MD14 compilation by including ρSFR values com-
puted from the LF determinations at z ∼ 8 by Schenker
et al. (2013), at z ∼ 7 − 8 by McLure et al. (2013), and
estimates at z ∼ 10 by Oesch et al. (2014) and Bouwens
et al. (2014). We include new HST Frontier Fields LF
constraints at z ∼ 7 by Atek et al. (2014) and at z ∼ 9 by
McLeod et al. (2014), incorporating cosmic variance esti-
mates from Robertson et al. (2014). We also updated the
MD14 estimates derived from the Bouwens et al. (2012)
LFs at z ∼ 3− 8 with newer measurements by Bouwens
et al. (2014). All data were converted to the adopted
Planck cosmology.
We adopted the conversion ρSFR = κρL supplied

by MD14 for IR and UV luminosity densities, i.e.
κIR = 1.73 × 10−10 M⊙ yr−1 L−1

⊙ and κUV = 2.5 ×
1010 M⊙ yr L−1

⊙ respectively, as well as their redshift-
dependent dust corrections and a Salpeter initial mass
function. Uncertainties on ρSFR are computed using
faint-end slope uncertainties where available, and other-
wise we increased the uncertainties reported by MD14
by the ratio of the luminosity densities integrated to
L = 0.03L⋆ and L = 0.001L⋆. The data points in Fig-
ure 1 show the updated SFR densities and uncertainties
determined from the IR (dark red) and UV (blue) LFs,
each extrapolated to Lmin = 0.001L⋆.
Since we are interested in the reionization history both

up to and beyond the limit of the current observational
data, we adopt the convenient four-parameter fitting
function chosen by MD14 to model ρSFR(z),

ρSFR(z) = ap
(1 + z)bp

1 + [(1 + z)/cp]dp
(2)

5 We adopt this limit since it corresponds to Mmax ≈ −13 at
z ∼ 7, which Robertson et al. (2013) found was required to reionize
the Universe by z ∼ 6. It corresponds to Mmax = M⋆ + 7.5.

Fig. 1.— Star formation rate density ρSFR with redshift. Shown
are the SFR densities from Madau & Dickinson (2014) determined
from infrared (dark red points) and ultraviolet (blue points) lumi-
nosity densities, updated for recent results and extrapolated to a
minimum luminosity Lmin = 0.001L⋆. A parameterized model for
the evolving SFR density (Equation 2) is fit to the data under the
constraint that the Thomson optical depth τ to electron scatter-
ing measured by Planck is reproduced. The maximum likelihood
model (white line) and 68% credibility interval on ρSFR (red re-
gion) are shown. A consistent SFR density history is found even
if the Planck τ constraint is ignored (dotted black line). These
inferences can be compared with a model forced to reproduce the
previous WMAP τ (orange region), which requires a much larger
ρSFR at redshifts z > 5.

and perform a maximum likelihood (ML) determination
of the parameter values using Bayesian methods (i.e.,
Multinest; Feroz et al. 2009) assuming Gaussian errors.
If we fit to the data and uncertainties reported by MD14,
we recover similar ML values for the parameters of Equa-
tion 2. The range of credible SFR histories can then be
computed from the marginalized likelihood of ρSFR by
integrating over the full model parameter likelihoods.

2.2. Thomson Optical Depth

If star forming galaxies supply the bulk of the pho-
tons that drive the reionization process, measures of the
Thomson optical depth inferred from the CMB place ad-
ditional constraints on ρSFR. The Thomson optical depth
is given by

τ(z) = c⟨nH⟩σT

∫ z

0
feQHII(z

′)H−1(z′)(1 + z′)2dz′ (3)

where c is the speed of light. The comoving hydrogen
density ⟨nH⟩ = XpΩbρc involves the hydrogen mass frac-
tion Xp, the baryon density Ωb, and the critical density
ρc. The Thomson scattering cross section is σT . The
number of free electrons per hydrogen nucleus is calcu-
lated following Kuhlen & Faucher-Giguère (2012) assum-
ing helium is doubly ionized at z ≤ 4.
The IGM ionized fraction QHII(z) is computed by
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Fig. 2.— Thomson optical depth to electron scattering τ , in-
tegrated over redshift from the present day. Shown is the Planck
constraint τ = 0.066±0.12 (gray area), along with the 68% credibil-
ity interval (red region) determined from the marginal distribution
of τ computed from the SFR histories ρSFR shown in Figure 1.
The corresponding inferences of τ(z) from Robertson et al. (2013)
(dark blue region), a model forced to reproduce the 9-year WMAP
τ constraints (orange region), and a model with ρSFR truncated at
z > 8 (light blue region) following Oesch et al. (2014) are shown
for comparison.

evolving the differential equation

Q̇HII =
ṅion

⟨nH⟩
− QHII

trec
(4)

where the IGM recombination time

trec = [CHIIαB(T )(1 + Yp/4Xp)⟨nH⟩(1 + z)3]−1 (5)

is calculated by evaluating the case B recombination co-
efficient αB at an IGM temperature T = 20, 000K and a
clumping fraction CHII = 3 (e.g., Pawlik et al. 2009; Shull
et al. 2012). We incorporate the Planck constraints on
the Thomson optical depth (τ = 0.066±0.12) by comput-
ing the reionization history for every value of the ρSFR
model parameters, evaluating Equation 3, and then cal-
culating the likelihood of the model parameters given the
SFR history data and the marginalized Thomson optical
depth from Planck (treated as a Gaussian).
Figure 1 shows the ML and 68% credibility interval

(red region) on ρSFR(z) given the ρSFR constraints and
the newly-reported Planck Thomson optical depth. We
find the parameters of Equation 2 to be ap = 0.01376±
0.001 M⊙ yr Mpc−3, bp = 3.26± 0.21, cp = 2.59± 0.14,
and dp = 5.68 ± 0.19. Without the Thomson optical
depth constraint, the values change by less than 1%.
These inferences can be compared with a SFR history
(Figure 1, orange region) forced to match the previous
WMAP measurement (τ = 0.088 ± 0.014) by upweight-
ing the contribution of the derived τ value relative to
the ρSFR data. The ML parameters of such a model
(ap = 0.01306, bp = 3.66, cp = 2.28, and dp = 5.29) lie
well outside the range of models that reproduce jointly

ρSFR(z) and the Planck τ .
We can now address the important question of the

redshift-dependent contribution of galaxies to the Planck
τ = 0.066 ± 0.012 in Figure 2. The red region shows
a history which is consistent with the SFR densities
shown in Figure 1 given our simple assumptions for the
escape fraction fesc, early stellar populations, and the
clumpiness of the IGM. Importantly, the reduction in τ
by Planck (compared to WMAP) largely eliminates the
tension between ρSFR(z) and τ that was discussed by
many authors, including Robertson et al. (2013). That
a SFR history consistent with the ρSFR(z) data easily
reproduces the Planck τ strengthens the conclusions of
Robertson et al. (2013) that the bulk of the ionizing pho-
tons emerged from galaxies. Figure 2 shows that the ob-
served galaxy population at z < 10 can easily reach the
68% credibility intervals of τ with plausible assumptions
about fesc and Lmin. As a consequence, the reduced τ
eliminates the need for very high-redshift (z ≫ 10) star
formation (see section 3 below). We note the dust cor-
rection used in computing ρSFR at z ∼ 6 permits an
equivalently lower fesc without significant change in the
derived τ .
Figure 2 also shows τ(z) computed with the 9−year

WMAP τ marginalized likelihood as a constraint on
the high-redshift SFR density (blue region; Robertson
et al. 2013), which favored a relatively low τ ∼ 0.07.
If, instead, the SFR density rapidly declines as ρSFR ∝
(1 + z)−10.9 beyond z ∼ 8 as suggested by, e.g., Oesch
et al. (2014), the Planck τ is not reached (light blue re-
gion). Lastly, if we force the model to reproduce the best-
fit WMAP τ (orange region), the increased ionization at
high redshifts requires a dramatic increase in the z > 7.5
SFR (see Figure 1) and poses difficulties in matching
other data on the IGM ionization state, as we discuss
next.

2.3. Ionization History

Similarly, we can update our understanding of the
evolving ionization fraction QHII(z) computed during
the integration of Equation 4. Valuable observational
progress in this area made in recent years exploits
the fraction of star forming galaxies showing Lyman-
α emission (e.g., Stark et al. 2010) now extended to
z ∼ 7 − 8 from Treu et al. (2013), Pentericci et al.
(2014) and Schenker et al. (2014), the Lyman-α damping
wing absorption constraints from GRB host galaxies by
Chornock et al. (2013), and the number of dark pixels
in Lyman-α forest observations of background quasars
(McGreer et al. 2015). While most of these results re-
quire model-dependent inferences to relate observables
to QHII , they collectively give strong support for reion-
ization ending rapidly near z ≃6.
Figure 3 shows these constraints, along with the in-

ferred 68% credibility interval (red region; ML model
shown in white) on the marginalized distribution of the
neutral fraction 1 − QHII from the SFR histories shown
in Figure 1 and the Planck constraints on τ . Although
our model did not use these observations to constrain
the computed reionization history, the inferred ioniza-
tion history is nonetheless in good agreement with the
available constraints6.

6 The model does not fare well in comparison to Lyman-α forest
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Fig. 3.— Measures of the neutrality 1 − QHII
of the intergalac-

tic medium as a function of redshift. Shown are the observa-
tional constraints compiled by Robertson et al. (2013), updated
to include recent IGM neutrality estimates from the observed frac-
tion of Lyman-α emitting galaxies (Schenker et al. 2014; Pentericci
et al. 2014), constraints from the Lyman-α of GRB host galaxies
(Chornock et al. 2013), and inferences from dark pixels in Lyman-α
forest measurements (McGreer et al. 2015). The evolving IGM neu-
tral fraction computed by the model is also shown (red region is the
68% credibility interval, white line is the ML model). While these
data are not used to constrain the models, they are nonetheless
remarkably consistent. The bottom panel shows the IGM neutral
fraction near the end of the reionization epoch, where the presented
model fails to capture the complexity of the reionization process.
For reference we also show the corresponding inferences calculated
from Robertson et al. (2013) (blue region) and a model forced to
reproduce the WMAP τ (orange region).

Figure 3 also shows the earlier model of Robertson
et al. (2013) (blue region) which completes reionization
at slightly lower redshift and displays a more prolonged
ionization history. This model was in some tension with
the WMAP τ (Figure 2). If we force the model in the
present paper to reproduce the WMAP τ (orange re-
gion), reionization ends by z ∼ 7.5, which is quite incon-
sistent with several observations that indicate neutral gas
within IGM over the range 6 ! z ! 8 (Figure 3).

3. CONSTRAINTS ON THE CONTRIBUTION OF Z > 10
GALAXIES TO EARLY REIONIZATION

By using the parameterized model of MD14 to fit the
cosmic SFR histories, and applying a simple analytical
model of the reionization process, we have demonstrated
that SFR histories consistent with the observed ρSFR(z)
integrated to Lmin = 0.001L⋆ reproduce the observed
Planck τ while simultaneously matching measures of the
IGM neutral fraction at redshifts 6 ! z ! 8. As Fig-
ure 1 makes apparent, the parameterized model extends
the inferred SFR history to z > 10, beyond the reach
of current observations. Correspondingly, these galaxies

measurements when QHII
∼ 1 because of our simplified treatment

of the ionization process (see the discussion in Robertson et al.
2013)

Fig. 4.— Correspondence between the Thomson optical depth,
the equivalent instantaneous reionization redshift zreion, and the
average SFR density ρSFR at redshift z " 10. Shown are samples
(points) from the likelihood function of the ρSFR model parameters
resulting in the 68% credibility interval on τ from Figure 2, color
coded by the value of zreion. The samples follow a tight, nearly
linear correlation (dashed line) between ρSFR and τ , demonstrating
that in this model the Thomson optical depth is a proxy for the
high-redshift SFR. We also indicate the number of z > 10 galaxies
with mAB < 29.5 per arcmin−2 (right axis), assuming the LF
shape does not evolve above z > 10.

supply a non-zero rate of ionizing photons that enable the
Thomson optical depth to slowly increase beyond z ∼ 10
(see Figure 2). We can therefore ask whether a connec-
tion exists between ρSFR(z > 10) and the observed value
of τ under the assumption that star forming galaxies con-
trol the reionization process.
Figure 4 shows samples from the likelihood function of

our model parameters given the ρSFR(z) and τ empirical
constraints that indicate the mean SFR density ⟨ρSFR⟩
(averaged over 10 ! z ! 15) as a function of the total
Thomson optical depth τ . The properties ⟨ρSFR⟩ and τ
are tightly related, such that the linear fit

⟨ρSFR⟩ ≈ 0.344(τ − 0.06) + 0.00625 [M⊙ yr−1 Mpc−3]
(6)

provides a good description of their connection (dashed
line). For reference, the likelihood samples shown in Fig-
ure 4 indicate the corresponding redshift of instantaneous
reionization zreion via a color coding.
Given that the SFR density is supplied by galaxies that

are luminous in their rest-frame UV, we can also connect
the observed τ to the abundance of star forming galaxies
at z " 10. This quantity holds great interest for fu-
ture studies with James Webb Space Telescope, as the
potential discovery and verification of distant galaxies
beyond z > 10 has provided a prime motivation for the
observatory. The 5-σ sensitivity of JWST at 2 µm in a
t = 104 s exposure is mAB ≈ 29.5.7 At z ∼ 10, this
sensitivity corresponds to a UV absolute magnitude of

7 See http://www.stsci.edu/jwst/instruments/nircam/sensitivity/table

Robertson et al (2015), see also Bouwens+(2015), Mitra+(2015) 

With various assumptions (fesc = 0.2, ξion consistent with UV slope β= -2, a 
LF extending to MUV=-13 ) the HST-observed galaxy population can 
match Planck data with reionization largely contained with 10 < z < 6 
 

So how can we verify these assumptions? – SPECTROSCOPY! 
 



Lyα Emission as a Probe of Reionization  

Up to 6-7% of young galaxy 
light could emerge in Lyα: 

•  But resonant scattering by 
neutral gas reduces its 
visibility  

•  In a significantly neutral IGM, 
galaxy must lie in an ionized 
bubble in order for Lyα to 
escape  

•  Expect a sudden drop in the 
fraction of galaxies revealing 
line emission as enter the 
neutral era 

• 	Caveats: dust, outflows etc 

Miralda-Escudé (1998), Santos (2004), Dijkstra+ (2007), McQuinn+ (2007) 

Ly-α Emission from Early Galaxy Formation. Mark DIJKSTRA







Figure 1: This Figure shows schematically why Lyα emitting galaxies (LAEs) probe the distribution of neu-
tral intergalactic gas during the EoR. Lyα photons emitted by galaxies inside large HII regions can redshift
away far from the line resonance before they enter the neutral IGM (as indicated by the color-changing solid
lines). As a result of this redshift, some of these photons can propagate freely to the observer. However,
for galaxies inside smaller HII regions all Lyα photons scatter through the neutral IGM (represented by the
dotted lines) into a very low surface brightness ‘fuzz’ that is much too faint to be detected with existing tele-
scopes [14, 8]. Because the neutral IGM affects the detectability of Lyα photons, we expect the reionization
process to leave an imprint in various statistics (number counts, clustering, ...) of LAEs [11, 16].

1. Introduction: Lyα Emitting Galaxies as a Probe of the Epoch of Reionization

The Lyα emission line is robustly predicted to be the most prominent intrinsic spectral feature
of the first generation of galaxies that initiated the reionization process in our Universe. The Lyα
line can be heavily suppressed by intervening, neutral intergalactic gas. As a result, the process of
reionization leaves an imprint on various statistics of Ly-α emitting galaxies (Fig 1, [11]). However,
if we wish to fully exploit Lyα emitters (LAEs) as a probe into the Epoch of Reionization (EoR),
it is important to understand what drives their observed redshift evolution after reionization is
completed. Otherwise, it is difficult to tell what other parameters are important in driving the
redshift evolution of LAEs, and whether these parameters can be evolving during the EoR as well.
I argue that one of the key uncertainties in interpreting existing LAE observations relates to the
impact of the ionized intergalactic medium (IGM) on Lyα photons emitted by galaxies.

2
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Targets: HST GOODS & CANDELS-UDS mAB<27.5    
 DEIMOS 3<z<6; LRIS-R 6<z<7; MOSFIRE z>7               
 351 B + 201 V + 89 i + 40 z + 5 Y drops = 686 spectra                                                    
 VLT/FORS2 retro-selected: 195 spectra (Vanzella et al) 

Keck m<27.5  

Stark et al (2009, 2010, 2011, 2013, 2015 in prep), Schenker et al (2012, 2014)  

Keck Spectroscopic Survey 2009-2015 

A&A 573, A24 (2015)

Table 1. The final sample of galaxies used in this work, divided in 4 red-
shift bins, as a function of the spectroscopic quality flag.

2 < z < 2.7 2.7 < z < 3.5 3.5 < z < 4.5 4.5 < z < 6
f = 0 83(0) 90(0) 40(0) 18(0)
f = 1 299(2) 200(3) 88(2) 14(0)
f = 2 614(24) 614(17) 163(5) 47(3)

f = 3, 4 646(106) 701(153) 205(57) 41(22)
f = 9 28(15) 31(10) 19(6) 20(5)

Notes. The number in parentheses indicates the number of objects at
that redshift and of that spectroscopic quality flag that have EW0 >
25 Å.

primary targets, and in addition we have 80 secondary objects
with mi < 25. Moreover, 231 objects with a photometric red-
shift in the range 2 < z < 6 and mi < 25 have been targeted by
spectroscopy, but no spectroscopic redshift could be measured
(they are identified by the spectroscopic flag = 0). In the next
sections, we will take into account their possible contribution to
the evolution of the fraction of the Lyα emitters.

In order to allow a fair comparison with other works in the
literature, we define as strong Lyα emitters all the galaxies with
a rest-frame equivalent width of Lyα in excess of 25 Å. In the
end, 430 of the 3961 galaxies (∼11%) meet this definition.

The details about the number of objects for each flag class,
as a function of the presence of strong Lyα emission, can be
found in Table 1. The large majority of the galaxies used in this
study has a spectroscopic redshift with very high reliability: in
fact, 1438 objects (36% of the total) have a spectroscopic flag 2,
meaning that they are right in 75–85% of the cases (Le Fèvre
et al. 2014); 1593 objects (42% of the total) have a spectro-
scopic flag 3 or 4, that are proven to be right in more than 95%
of the cases, 601 (15% of the total) are the objects with spectro-
scopic quality 1, but for which the spectro-z differs less than 10%
from the photometric one and 98 objects (∼2% of the total) have
a spectroscopic flag 9, meaning that only one feature, in their
case Lyα, has been identified in the spectrum, and for which
about 80% are proven to be right (Le Fèvre et al. 2014). Finally,
231 objects (∼6% of the total) have spectroscopic flag 0, mean-
ing that a spectroscopic redshift could not be assigned.

From Table 1, it is evident that the vast majority of objects
with strong Lyα (EW0 > 25 Å) have been assigned a quality
flag of 3 or 4: this is not surprising, and it reflects a tendency by
the redshift measurers to assign an higher flag when the spec-
trum has Lyα in emission. We note as well that not all the galax-
ies with flag 9 are strong Lyα emitters, although all of them, of
course, have Lyα in emission (it is the only spectral feature iden-
tified in their spectrum): only in ∼40% of the cases is the emis-
sion strong enough to pass the equivalent width treshold of 25 Å.

We show in Fig. 2 the absolute magnitude in the far-UV as a
function of redshift for the 3730 galaxies in the selected sample.
We compare the distribution of our galaxies with the evolution
of M∗FUV as derived by fitting the values for M∗FUV compiled by
Hathi et al. (2010). In more detail, Hathi et al. (2010) derive
the FUV luminosity function of star-forming galaxies at z ∼ 2–3,
constraining its slope and characteristic magnitude, and compare
their values with other in the literature between z ∼ 0 and z ∼ 8.
With the aim of deriving an evolving M∗FUV as a function of the
redshift, we took the values published by Arnouts et al. (2005)
at 0 < z < 3, Hathi et al. (2010) at 2 < z < 3, Reddy & Steidel
(2009) at z ∼ 3, Ly et al. (2009) at z ∼ 2, Bouwens et al. (2007)

Fig. 2. Top panel: absolute magnitude in the far-UV band as a function
of the redshift, for all VUDS galaxies at 2 < z < 6 (gray diamonds),
for the galaxies with EW0 > 25 Å (blue circles) and for the galaxies
with EW0 > 55 Å (red circles). The green continuous curve indicates
the evolving M∗ as a function of the redshift as derived from the com-
pilation by Hathi et al. (2010); the dashed green curve indicates M∗ + 1.
The vertical dashed line shows z = 3.5, the redshift up to which the
faint sample is complete. Bottom panel: redshift distribution of the all
the VUDS galaxies at 2 < z < 6 (black line) and of the VUDS galaxies
with EW0 > 25 Å (blue histogram) and EW0 > 55 Å (red histogram).

at z ∼ 4, 5, 6, Sawicki et al. (2006) at z ∼ 4 and Mc Lure et al.
(2009) at z ∼ 5, 6 and we fitted a parabola to them. In particular,
we get this best-fit:

M∗(z) = −18.56 − 1.37 × z + 0.18 × z2. (1)

We report this best fit on Fig. 2, together with the curve corre-
sponding to M∗FUV + 1: we can see that the data sample quite
well the far-UV luminosities brighter than M∗ up to redshift
z ∼ 5. Similarly, we probe the luminosity down to one magni-
tude fainter than M∗FUV up to redshift z ∼ 3.5. We also note that at
z > 5, where the Lyα line and the Lyα forest absorptions by the
IGM enter the i′-band, we only detect the brightest UV galaxies,
while we completely miss galaxies around M∗FUV. In the remain-
ing of the paper, we will be cautious to include galaxies at z > 5
in our analysis, and where we will do so, we will discuss the
consequences.

For the analysis that we present in the following sections we
build two volume limited samples: the bright one, that contains
all galaxies brighter than M∗FUV at redshift 2 < z < 6; and the
faint one, that contains galaxies with MFUV < M∗FUV < MFUV+1,
limited at z < 3.5. This approach is slightly different than the one
used in similar studies in the literature: Stark et al. (2010, 2011)
and Mallery et al. (2012), for example, rather use fixed intervals
of absolute magnitudes at all redshift. However, we prefer here
to account for the evolution of the characteristic luminosity of
star-forming galaxies, comparing at different redshifts galaxies
that are in the same evolutionary state.

A24, page 6 of 12

VIMOS UDS m<25  

Cassata et al 2015 
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fusion arising from these two proximate sources empha-
sizes again the prominence of Lyα emission in low lumi-
nosity z ≃ 5− 6 sources (Papers I and II).
The two satisfactory detections refer to emission at

λ9045 ±2 Å for ERS 8496 in the LRIS mask and emis-
sion at λ9780 ± 4 Å in the NIRSPEC exposure of the
lensed source Abell 1703 zD6. Both objects are detected
at ≥ 5σ in our final exposures. In our 1D extraction
of ERS 8496, the emission line has a FWHM of 9 ± 1
Å, and displays an asymmetric profile with a steeply ris-
ing blue edge and slowly decaying red tail, characteristic
features of Lyα at high redshift. Because our spectral
resolution is significantly lower (6.5 Å for NIRSPEC ver-
sus 4.1 Å for LRIS) in our spectrum of A1703 zD6, so we
are unable to determine any line profile information. The
emission feature is seen independently in coadditions on
two separate nights, indicating its reality.
If both lines are Lyα, the implied spectroscopic red-

shifts for ERS 8496 and Abell 1703 zD6 are z = 6.441±
0.002 and 7.045± 0.004, respectively, in excellent agree-
ment with our photometric predictions of 6.52 and that
of 7.0 derived by Bradley et al. (2011). The measured
line fluxes for the two objects are 9.1 ± 1.4 and 28.4 ±
5.3 × 10−18 erg cm−2 s−1. We then assume a spectral
slope of β = -2, which is characteristic of galaxies at this
redshift (Dunlop et al. 2011), though there may be evi-
dence for steeper slopes at sub-L⋆ luminosities (Bouwens
et al. 2010a). Under this assumption, taking the magni-
tude from the first filter in which the object is detected
(Y098M for ERS 8496, and J125 for 1703 zD6), we calcu-
late EWs of 69 ± 10 and 65 ± 12 Å, respectively. Because
our objects have additional coverage longward of the de-
tection filter, we can also compute a value for β, and
extrapolate to find the continuum flux at λrest = 1216
Å. Using the formulae of Dunlop et al. (2011), we find β
= -2.39 ± 0.55, and -2.44 ± 0.64. When computing EWs
using this method, we obtain 67 ± 11 and 59 ± 12 Å,
respectively.

3. ANALYSIS

Our approach in this paper is to compare the rate of
occurrence of Lyα in our new 6.3 < z < 8.8 sample with
that expected from our reference sample of i′-drops with
5.5 < z < 6.3 drawn from Paper II (Figure 1). In both
Papers I and II we showed that the rest-frame EW dis-
tribution is a function of rest-frame UV absolute magni-
tude, MUV, and thus we additionally take this luminosity
dependence into account. We estimate the luminosities
of all our sources in Table 1 from their photometric red-
shift and incorporate the lensing magnification µ for our
lensed sources from Bradley et al. (2011) for Abell 1703
and from the mass model of Richard et al. (2010) for
MS0451-03 and Abell 2261. For our baseline Lyα EW
distribution, we use the data from of Paper II at z ≃ 6,
separated into high and low luminosity regimes.
The fraction of emitters within each bin of EW > 25

A is taken directly from Fig. 2 of Paper II. We set the
slope of the distribution within an EW bin equal to the
slope between the two lowest bins in Paper II, 25 Å <
EW < 55 Å, and 55 Å < EW < 85 Å. This slope is
equal to dp(EW)/dEW = 0.0030 for the lower luminos-
ity sample (−20.25 <MUV < −18.75), and 0.0017 for the
higher luminosity sample (−21.75 <MUV < −20.25). To

Fig. 2.— Montage of Lyα emission detected from 4 sources in
our Keck survey, along with boxcar-extracted 1D spectrum. Wave-
length ranges contaminated by strong skylines are shaded in grey
in the 1D extraction. The top row shows the two robust detections
of ERS 8496 and A1703 zD6 at z = 6.441 and z=7.045 respec-
tively. The bottom row shows a marginal detection at z=6.905 for
HUDF09 1596 and a likely Lyα line at z = 5.286 arising from a
serendipitous V -drop close to ERS 8290 as illustrated in the bot-
tom left slit image. The bottom right panel shows the photometric
redshift distribution for this serendipitous V -drop, with a verti-
cal line indicating the observed spectroscopic redshift (see text for
further details).

create the probability distribution for galaxies with EW
less than 25 Å, we extrapolate to EW = 0 Å using this
slope, and assign the remaining fraction of galaxies as
non-emitters. In Papers I and II we also showed the
fraction of emitters is a function of redshift, rising sig-
nificantly for lower luminosity sources over 4 < z < 6,
most likely as a result of reduced dust extinction in the
early Lyman break population. Therefore, as discussed
in Paper II, we have also used a projected rest-frame EW
distribution at z ≃ 7 assuming this evolutionary trend
continues beyond z ≃ 6.
Two key factors enter into the calculation of the visibil-

ity of line emission in a ground-based survey. Firstly, for
any target with a particular photometric redshift like-
lihood function p(z), it may be that the spectral re-
gion surveyed by LRIS or NIRSPEC does not completely
cover the expected wavelength range where Lyαmight be
present. Secondly, the EW limit for Lyα emission will
be a highly non-uniform function of wavelength due to
the mitigating effect of night sky emission. Provided the
photometric redshift solution we derive is robust, we can
estimate both factors and hence derive the likelihood of
seeing Lyα for each of our 26 sources assuming the rele-
vant wavelength range studied and the exposure time se-
cured, if the particular source of a given MUV has a EW
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fusion arising from these two proximate sources empha-
sizes again the prominence of Lyα emission in low lumi-
nosity z ≃ 5− 6 sources (Papers I and II).
The two satisfactory detections refer to emission at

λ9045 ±2 Å for ERS 8496 in the LRIS mask and emis-
sion at λ9780 ± 4 Å in the NIRSPEC exposure of the
lensed source Abell 1703 zD6. Both objects are detected
at ≥ 5σ in our final exposures. In our 1D extraction
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Å, and displays an asymmetric profile with a steeply ris-
ing blue edge and slowly decaying red tail, characteristic
features of Lyα at high redshift. Because our spectral
resolution is significantly lower (6.5 Å for NIRSPEC ver-
sus 4.1 Å for LRIS) in our spectrum of A1703 zD6, so we
are unable to determine any line profile information. The
emission feature is seen independently in coadditions on
two separate nights, indicating its reality.
If both lines are Lyα, the implied spectroscopic red-

shifts for ERS 8496 and Abell 1703 zD6 are z = 6.441±
0.002 and 7.045± 0.004, respectively, in excellent agree-
ment with our photometric predictions of 6.52 and that
of 7.0 derived by Bradley et al. (2011). The measured
line fluxes for the two objects are 9.1 ± 1.4 and 28.4 ±
5.3 × 10−18 erg cm−2 s−1. We then assume a spectral
slope of β = -2, which is characteristic of galaxies at this
redshift (Dunlop et al. 2011), though there may be evi-
dence for steeper slopes at sub-L⋆ luminosities (Bouwens
et al. 2010a). Under this assumption, taking the magni-
tude from the first filter in which the object is detected
(Y098M for ERS 8496, and J125 for 1703 zD6), we calcu-
late EWs of 69 ± 10 and 65 ± 12 Å, respectively. Because
our objects have additional coverage longward of the de-
tection filter, we can also compute a value for β, and
extrapolate to find the continuum flux at λrest = 1216
Å. Using the formulae of Dunlop et al. (2011), we find β
= -2.39 ± 0.55, and -2.44 ± 0.64. When computing EWs
using this method, we obtain 67 ± 11 and 59 ± 12 Å,
respectively.

3. ANALYSIS

Our approach in this paper is to compare the rate of
occurrence of Lyα in our new 6.3 < z < 8.8 sample with
that expected from our reference sample of i′-drops with
5.5 < z < 6.3 drawn from Paper II (Figure 1). In both
Papers I and II we showed that the rest-frame EW dis-
tribution is a function of rest-frame UV absolute magni-
tude, MUV, and thus we additionally take this luminosity
dependence into account. We estimate the luminosities
of all our sources in Table 1 from their photometric red-
shift and incorporate the lensing magnification µ for our
lensed sources from Bradley et al. (2011) for Abell 1703
and from the mass model of Richard et al. (2010) for
MS0451-03 and Abell 2261. For our baseline Lyα EW
distribution, we use the data from of Paper II at z ≃ 6,
separated into high and low luminosity regimes.
The fraction of emitters within each bin of EW > 25

A is taken directly from Fig. 2 of Paper II. We set the
slope of the distribution within an EW bin equal to the
slope between the two lowest bins in Paper II, 25 Å <
EW < 55 Å, and 55 Å < EW < 85 Å. This slope is
equal to dp(EW)/dEW = 0.0030 for the lower luminos-
ity sample (−20.25 <MUV < −18.75), and 0.0017 for the
higher luminosity sample (−21.75 <MUV < −20.25). To

Fig. 2.— Montage of Lyα emission detected from 4 sources in
our Keck survey, along with boxcar-extracted 1D spectrum. Wave-
length ranges contaminated by strong skylines are shaded in grey
in the 1D extraction. The top row shows the two robust detections
of ERS 8496 and A1703 zD6 at z = 6.441 and z=7.045 respec-
tively. The bottom row shows a marginal detection at z=6.905 for
HUDF09 1596 and a likely Lyα line at z = 5.286 arising from a
serendipitous V -drop close to ERS 8290 as illustrated in the bot-
tom left slit image. The bottom right panel shows the photometric
redshift distribution for this serendipitous V -drop, with a verti-
cal line indicating the observed spectroscopic redshift (see text for
further details).

create the probability distribution for galaxies with EW
less than 25 Å, we extrapolate to EW = 0 Å using this
slope, and assign the remaining fraction of galaxies as
non-emitters. In Papers I and II we also showed the
fraction of emitters is a function of redshift, rising sig-
nificantly for lower luminosity sources over 4 < z < 6,
most likely as a result of reduced dust extinction in the
early Lyman break population. Therefore, as discussed
in Paper II, we have also used a projected rest-frame EW
distribution at z ≃ 7 assuming this evolutionary trend
continues beyond z ≃ 6.
Two key factors enter into the calculation of the visibil-

ity of line emission in a ground-based survey. Firstly, for
any target with a particular photometric redshift like-
lihood function p(z), it may be that the spectral re-
gion surveyed by LRIS or NIRSPEC does not completely
cover the expected wavelength range where Lyαmight be
present. Secondly, the EW limit for Lyα emission will
be a highly non-uniform function of wavelength due to
the mitigating effect of night sky emission. Provided the
photometric redshift solution we derive is robust, we can
estimate both factors and hence derive the likelihood of
seeing Lyα for each of our 26 sources assuming the rele-
vant wavelength range studied and the exposure time se-
cured, if the particular source of a given MUV has a EW
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Confirmation: Lyα fraction declines sharply for z > 6 

  Schenker et al (2014) – Keck MOSFIRE + UDF, CLASH 7<z<8.2 
  also Treu et al (2013) – Keck MOSFIRE + BoRG z~8 
           Finkelstein et al (2013) – Keck MOSFIRE + CANDELS z > 7 
           Tilvi et al (2014) – Keck MOSFIRE 7<z<8.2 
           Pentericci et al (2014) – VLT FORS 6<z<7.3 
           Schmidt et al (2015) – WFC3 grism z>7 
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Fig. 9.— The fraction of Lyman break galaxies that display Lyα in emission at an EW ≥ 25 Å, plotted as a function of redshift. The
values at z = 7 and 8 reflect differential measurements with the data at z = 6, as described in the text. Thus, these data points and errors
are simply the convolution of the xLyα PDF at z = 6 and the transmission fraction PDF at z = 7 and 8.
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Fig. 10.— Posterior probability distribution for our full model, p(EWLyα—β). Shaded plots represent the posterior PDF marginalized
over all but the two variables labeling the axes, while line plots are marginalized over all but one variable. Thus, the one dimensional PDFs
for each variable, from which we quote our error bars, can be read off along the diagonal.

Fraction  
with Ly α 

 
 

redshift 

50% at 
z~6 are 
emitters 

But <10% are emitters @ z > 7 



10

0.5 1.0 5.0
λ [µm]

 

 

 

 

 

23.5

24.5

25.5

26.5

27.5

m
A

B

N33_24311

0.5 1.0 5.0
λ [µm]

 

 

 

 

22.5

23.5

24.5

25.5

m
A

B

N32_15359

0.5 1.0 5.0
λ [µm]

 

 

 

 

 

23.5

24.5

25.5

26.5

27.5

m
A

B

N32_15430

Fig. 5.— Spectral energy distributions for three of our targets. The red data point represents the observed K-band photometry without
correction for [O III] contamination, and the grey spectrum shows the best fit SED to this data. The black K-band data point shows stellar
continuum flux after correction for the MOSFIRE-determined [O III] line flux, and the blue spectrum is the associated best fit SED.

-1500 -1000 -500 0 500 1000 1500
v [km/s]

-0.2
0.0
0.2
0.4
0.6
0.8
1.0

In
te

n
si

ty

N33_19740       
-0.2
0.0
0.2
0.4
0.6
0.8
1.0

In
te

n
si

ty

N33_19712       
-0.2
0.0
0.2
0.4
0.6
0.8
1.0

In
te

n
si

ty

N33_20856

2.0 2.5 3.0 3.5
Redshift

0

200

400

600

800

1000

v
L

y
α
 -

 v
H
α

Steidel et al. (2010)

Hashimoto et al. (2012)

McLinden et al. (2011)

Finkelstein et al. (2011)

This work

Lyα EW

0 10 20 30 40 50 60 70 80 90 100+
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Can this rapid decline in Lyα be understood? 
Δx(HI) ~ 0.3-0.5 in 200 Myr? Very rapid for WMAP, less so for Planck 

   Choudhury et al (2015), Mesinger et al (2015) 
Other explanations: 
-    Low z contaminants: requires unreasonably high fraction (>50%) 
-  Cosmic variance: non-uniform X(Lyα, z) across fields 
-  Reduced Lyα velocity offset: reduces rapidity of reionization 

What do observations of the Lyman-α fraction tell us about reionization? 7

Figure 1. A slice through the simulation cube for an output with a volume-averaged ionization fraction of ⟨xi⟩ = 0.82. The slice is averaged over one
(perpendicular to the line of sight) dimension of the ERS field of view. Clouds of neutral gas are shown in grayscale; the white areas being completely neutral.
The dashed lines mark two potential mock ERS observations. The significant difference between these two fields illustrates that small regions on the sky may
not provide representative samples of the overall average ionization state of the IGM.

ionized fraction of the field, ⟨xi⟩ = 0.82. This suggests that a
rather large area survey is indeed required to obtain representative
measurements of the Ly α fraction. Perhaps the existing fields
are more like the top cylinder, and the LBGs in these fields suffer
above average attenuation. Assuming a survey like the top cylinder
is representative of the volume averaged neutral fraction could
clearly bias one’s inferences of the neutral fraction. The chance of
obtaining a biased estimate of the neutral fraction is enhanced if
spectrscopic follow-up is done on only a few LBGs – effectively, a
sparse sampling of each survey region – as is often the case for the
existing measurements.

With this intuitive understanding, we turn to a more detailed
comparison with the observations. Schenker et al. (2012) report a
decline in fLyα at z ∼ 7. This decline is particularly pronounced
when compared to their observed fLyα values at lower redshifts.
For 4 < z < 6, they report an increase in the Lyman alpha frac-
tion with increasing redshift (Stark et al. 2011). At z ∼ 7, fLyα is
lower than the projected trend and lower than measured at z ∼ 6.
This decline suggests that that the observations may be probing into
the EoR. Using Monte Carlo simulations of their full data sample,
Schenker et al. (2012) conclude that in order to explain their results
they require an ionized hydrogen fraction of at most ⟨xi⟩ ! 0.51.

Note that the low redshift measurements (4 < z < 6) come
mainly from observations of the GOODS fields, both North and
South. Some additional galaxies from other sources are also in-
cluded. Altogether, Stark et al. (2011) observed 351 B-dropouts,
151 V-dropouts, and 67 i’-dropouts. Given the large sky coverage
of these surveys, sample variance should not be a significant source
of error for the low redshift measurements. However, the same may
not be true at higher redshift where the measurements come from
smaller fields of view. In addition, if the high redshift measure-
ments probe into the EoR, this should enhance the sample variance
as we will describe.

In Figure 2 we show simulated Ly α fractions for mock sur-
veys mimicking the z ∼ 7 measurements of Schenker et al. (2012)

Figure 2. Comparison between mock Ly α fraction (fLyα) measurements
and the observations of Schenker et al. (2012), as a function of the volume-
averaged ionization fraction, ⟨xi⟩. The solid lines show the average value
of fLyα across the simulation volume in our fiducial model, while the dot-
ted and dashed lines indicate the field-to-field spread in the simulated Ly
α fraction, i.e., the sample variance. The dotted lines enclose the values of
fLyα for 68% of the mock ERS fields, while the dashed lines enclose 95%
of the simulated fields. The shaded regions show the 68% confidence inter-
val reported by Schenker et al. (2012) (which neglect the sample variance
contribution). The horizontal line near the center of the shaded bands gives
their best-fit value for the Ly α fraction. The top panel is for the UV faint
bin of Schenker et al. (2012), while the bottom panel is for the UV bright
bin.
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Fig. 4.— Left : Best-fit SED models (blue line) to the observed HST + Spitzer/IRAC + ground-based photometry (red points and error
bars) for the 4 especially bright (H160,AB < 25.5) z ≥ 7 galaxies selected using our IRAC-red selection criteria ([3.6]− [4.5] > 0.5). Also
included on the figure is the redshift estimate for the best-fit model SED provided by EAZY. Right : Redshift likelihood distributions P (z)
for the same 4 candidate z ≥ 7 galaxies, as derived by EAZY. The impact of the Spitzer/IRAC photometry on the redshift likelihood
distributions should be close.
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Fig. 1.— Top – Images showing a 500⇥500 region around our
primary target galaxy EGS-zs8-1 in the HST and Spitzer/IRAC
filters. These are, from left to right, V606, I814, Y105, J125, H160,
and 3.6 µm and 4.5 µm. Bottom – The spectral energy distri-
bution of EGS-zs8-1 based on fits to the HST+Spitzer+K-band
photometry. Downward pointing vectors represent 2 � upper lim-
its in non-detection bands. A significant flux excess in the IRAC
4.5 µm band is evident. Together with the strong spectral break,
this constrains the photometric redshift to z

phot

= 7.7 ± 0.3, in
excellent agreement with the spectroscopic measurement as shown
later. The best fit low-redshift solution at z ⇠ 1.8 is shown as a
gray line for completeness. However, this SED has a likelihood of
< 10�7 and is ruled out by the photometry.

excess with redshift (e.g., Schaerer & de Barros 2009;
Labbé et al. 2013; Stark et al. 2013; González et al. 2014;
Smit et al. 2014a). Such excesses can be used to se-
lect relatively clean samples of star-forming galaxies at
z ⇠ 6.6 � 6.9 as well as z ⇠ 8 (e.g. Smit et al. 2014b,
Roberts-Borsani et al., 2015, in prep.).
In this Letter we present a successful spectroscopic red-

shift measurement at z ⇠ 8 using Keck/MOSFIRE of one
of the brightest Lyman Break galaxies (LBGs) at that
epoch. This galaxy was pre-selected as a high-priority
target because of a very red [3.6]-[4.5] color, likely caused
by strong [O III] emission. Our target selection is sum-
marized in Section 2, while Section 3 outlines the spec-
troscopic observations, and our results are presented in
Section 4.
Throughout this paper, we adopt ⌦M = 0.3,⌦⇤ =

0.7, H0 = 70 kms�1Mpc�1, i.e. h = 0.7, consistent
with the measurements from Planck (Planck Collabora-
tion et al. 2015). Magnitudes are given in the AB system.

2. TARGET SELECTION

We briefly summarize our selection of a robust z ⇠ 8
LBG sample over the CANDELS fields using extreme
IRAC photometry. For more details see Roberts-Borsani
et al. (2015, in prep.).
The selection builds on Smit et al. (2014b), who iden-

tify a sample of z ⇠ 6.8 galaxies based on strong
[O III]��4959, 5007 plus H� emission lines resulting in
very blue [3.6]�[4.5] IRAC colors. As these lines shift
into the IRAC 4.5 µm band, galaxies at z ⇠ 7 to z ⇠ 9
exhibit red [3.6]�[4.5] IRAC colors (see also Stark et al.
2013; Labbé et al. 2013; Bowler et al. 2014).
We exploit the availability of deep Spitzer/IRAC pho-

tometry over the HST CANDELS-Wide fields to system-

atically search for bright galaxies with IRAC colors of
[3.6]�[4.5]> 0.5 mag in addition to a Lyman break (i.e., a
non-detection at < 1 µm), characteristic for z > 7 galax-
ies. This resulted in two candidates with H < 25.1 mag
in the EGS field (see Roberts-Borsani et al., in prep.).
Fortuitously, these two sources are < 60 from each other
and can be targeted in a single MOSFIRE mask.
Stamps and SED fits for one of these sources (EGS-

zs8-1) are shown in Figure 1. The F606W, F814W,
F125W and F160W images come from the CANDELS
survey (Grogin et al. 2011), while the IRAC images are
from the SEDS survey (Ashby et al. 2013). Also shown
are WFC3/IR F105W observations that are fortuitously
available over this source as a result of a separate follow-
up program (GO:13792, PI: Bouwens). Despite its mod-
est depth, this Y105 image still provides a highly improved
photometric redshift measurement by constraining the
spectral break at 1 µm.
As seen from the figure, the source EGS-zs8-1 is only

detected at> 1 µm in the WFC3/IR imaging as well as in
both IRAC 3.6 and 4.5 µm bands. The [3.6]�[4.5] color of
this source is measured to be 0.53±0.09, i.e., at the edge
of our IRAC color selection window ([3.6]�[4.5]> 0.5).

3. OBSERVATIONS

3.1. MOSFIRE Spectroscopy

We use the Multi-Object Spectrometer for Infra-Red
Exploration (MOSFIRE; McLean et al. 2012) on the
Keck 1 telescope for Y-band spectroscopy of our pri-
mary z ⇠ 8 targets in the search for their Ly↵ emission
lines. MOSFIRE o↵ers e�cient multiplex observations
over a field of view of ⇠ 60 ⇥ 30 at a spectral resolution
of R ⇠ 3000.
Data over the EGS field were taken during three nights,

April 18, April 23, and April 25, 2014. While the first
night was essentially lost due to bad seeing and clouds,
the remaining nights had better conditions with a me-
dian seeing of 100 and only few cirrus clouds during the
last night. A dome shutter break problem also led to
some vignetting during the last 30 min of the April 25
night before we stopped observations early. In total, we
obtained 2.0 hours of good quality Y-band spectroscopy
during April 23 (Night 1), and 2.0 hours on April 25
(Night 2).
Data were taken with 180 s exposures and AB dither

o↵sets along the slit with ±100 and ±1.200, respectively.
In night 2, we also increased the slit width from 0.007 (as
used in Night 1) to 0.009 in anticipation of the slightly
worse seeing forecast. During these nights we observed
two masks with a total of eight z ⇠ 7 � 8 candidate
galaxies, in addition to lower redshift fillers.

3.2. Data Reduction

The data were reduced using a modified version of the
public MOSFIRE reduction code DRP7. This pipeline
produces 2D sky-subtracted, rectified, and wavelength-
calibrated data for each slitlet with a spatial resolution
of 0.001799 per pixel and a dispersion of 1.086 Å per pixel.
Each of our mask contains one slitlet placed on a star

for monitoring the sky transparency and seeing condi-
tions of each exposure. We use this star to track any

7 https://code.google.com/p/mosfire/
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Fig. 2.— Left – Mask layout of the two nights of MOSFIRE
Y-band observations of our primary target. These two nights pro-
vide two completely independent measurements of this galaxy at
two di↵erent orientations as well as two di↵erent positions along
di↵erent slitlets. This also allows us to exclude the possibility of
contamination in the final stacked spectrum from the two faint
neighboring galaxies present within 200 of the primary galaxy along
the slits. Right – The signal-to-noise ratio around the detected
emission line in the two independent 1D spectra of the two nights,
averaged over a 4 pixel width (⇠ 4 Å). A line is clearly detected at
> 4� independently in both 2 hr spectra from each night. We also
checked the unrectified frames to ensure that the positive flux in
the spectrum indeed originated from the expected position of the
galaxy along the spectrum.

potential mask drift across the detector (see, e.g., Kriek
et al. 2014), which we find to be ±1.5 pixels (±0.0027)
during the 2 hr observations of night 1 and ±1 pixel
(±0.0018) during night 2. We thus separately reduce dif-
ferent batches of the data (of typically 30-45 min dura-
tion) to reduce any S/N reduction caused by this drift,
before shifting and stacking the data of each mask.
The masks for the two nights have di↵erent orienta-

tions (Fig 2). The two independent data sets of the pri-
mary target at two di↵erent orientations of the slit thus
add to the robustness of any detection. After creating
the 2D spectra for the di↵erent masks, we applied the
appropriate relative shift of the two 2D frames before
stacking the observations of the two nights to our final
2D spectrum.
Similarly, 1D spectra were extracted separately for

each mask using an optimal extraction based on a pro-
file determined by the respective slit star. The extracted
1D spectra were corrected for Galactic extinction and for
telluric absorption using nearby A0 stars observed in the
same night at similar airmass. The uncertainty in our
optimally extracted 1D spectra was determined empiri-
cally from empty rows in the full, rectified 2D spectra of
the mask.
The absolute flux calibration was obtained from the

slit stars by comparison of the spectra with the 3D-HST
photometric catalogs (Skelton et al. 2014). An additional
small correction was applied to account for the extension
of individual sources in the slit mask by integrating the
seeing-matched HST images over the slit and comparing
with the slit loss of stellar sources.

4. RESULTS

Out of the eight z ⇠ 7 � 8 galaxy candidates, we de-
tected a significant emission line (at > 5�) for only one
source (EGS-zs8-1). This line is discussed in detail be-
low.

4.1. A Ly↵ Emission Line at z = 7.730
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Fig. 3.— MOSFIRE spectra of EGS-zs8-1. The full 2D spectrum

after 2-by-2 binning is shown in the top panel, while the optimally
extracted 1D spectrum is shown on the bottom. The 1D spectrum
was smoothed by a 3 pixel (⇠ 3 Å) moving average filter for clarity.
The gray shaded area represents the 1D flux uncertainty, while
the dark red line shows the best-fit line model. The line is quite
extended in the wavelength direction and shows clear asymmetry
with the expected shape typical for high-redshift Ly↵ lines. The
spectroscopic redshift measurement is zspec = 7.7302 ± 0.0006 in
excellent agreement with the previously determined photometric
redshift. Other characteristics of the line are summarized in Table
1.

TABLE 1
Measurements of Galaxy EGS-zs8-1

Target

R.A. (J2000) 14:20:34.89
Dec (J2000) 53:00:15.4
H160 25.03±0.05
M

UV

�22.06± 0.05

Emission Line

zspec 7.7302±0.0006
f(Ly↵) 1.7±0.3⇥10�17 erg s�1cm�2

L(Ly↵) 1.2±0.2⇥1043 erg s�1

EW0(Ly↵)† 21±4 Å
S
w

15±6 Å
FWHM 13±3 Å
VFWHM 376+89

�70 km s�1

Physical Parameters⇤

logM
gal

/M� 9.9±0.2
log age/yr 8.0±0.5
log SFR/(M�yr�1) 1.9± 0.2
log SSFR �8.0± 0.4
AUV 1.6 mag
UV slope � �1.7±0.1

† Not corrected for IGM absorption.
⇤ Based on SED fits (see Sect 5; Oesch et al. 2014).

The spectra of our target source EGS-zs8-1 (see Ta-
ble 1 for summary of properties) revealed a significant
emission line at the expected slit position in both masks
independently (right panels Fig 2). The full 4 hr stacked
2D and 1D spectra are shown in Figure 3, showing a line
with a clear asymmetric profile, as expected for a Ly↵
line at high redshift. Furthermore, it lies at the right

Redshift Record May 2015: EGS-zs8-1 at z=7.73 

Oesch et al (2015)  

•  Luminous LBG in CANDELS fields at H=25.0 with 4.5µm excess 
•  Robust spectrum in only 2 hours with MOSFIRE! 
•  zphot = 7.92 ±  0.36; zspec= 7.73; Lyα EW ≈ 21 Å 
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Zitrin et al (2015) 
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TABLE 2
A complete list of the resulting z≥7 sources identified after applying our selection criteria.

ID R.A. Dec mAB
a [3.6]-[4.5] zphot

b Y105 − J125c References*

COSY-0237620370 10:00:23.76 02:20:37.00 25.06±0.06 1.03±0.15 7.14±0.12
0.12 −0.13±0.66 [1],[2],[3]

EGS-zs8-1 14:20:34.89 53:00:15.35 25.03±0.05 0.53±0.09 7.92±0.36
0.36 1.00±0.60 [3], [4]

EGS-zs8-2 14:20:12.09 53:00:26.97 25.12±0.05 0.96±0.17 7.61±0.26
0.25 0.66±0.37 [3]

EGSY-0000000000 14:XX:XX.XX 52:XX:XX.X 25.26±0.09 0.76±0.14 8.57+0.22
−0.43

* References: [1] Tilvi et al. 2013, [2] Bowler et al. 2014, [3] Bouwens et al. 2015, [4] Oesch et al. 2015
a The apparent magnitude of each source in the H160 band.
b The photometric redshift estimated by EAZY, including flux measurements in the Y band. The uncertainties quoted here correspond to
1σ.
c The Y − J color for each source. The COSMOS candidate uses ground based data whilst the EGS candidates use Y105 and J125 filters.

Fig. 3.— HST/ACS V606I814, HST/WFC3 Y105J125H160, and Spitzer/IRAC 3.6µm+4.5µm postage stamp images (4′′×4′′) of the 3 z ≥ 7
candidates identified over the 5 CANDELS fields. On the Spitzer/IRAC images, flux from neighbouring sources has been removed. Y -band
observations at 1.05µm are also available for COSY-023760370 from ground-based programs (ZFOURGE [Tilvi et al. 2013], UltraVISTA
[Bowler et al. 2014]).

to the observed photometry, we used the same standard
EAZY SED templates as we described in the previous
section.
We also applied the above selection criteria to the

CANDELS-UDS and CANDELS-COSMOS fields, where
it is also possible to estimate photometric redshifts, mak-
ing use of the available HST observations and ground-
based optical and near-IR Y and K band observations.
Eight sources satisfy these criteria to the H160,AB ∼ 26.5
magnitude limit – where the selection of z ! 6.5 galaxies
can easily be performed given the depth of the I814-band
observations (Bouwens et al. 2015; Grazian et al. 2012),
and the photometric redshifts we derive for these sources
range from z ∼ 7.0 to z ∼ 7.9.

All 12 of the sources selected using the criteria from
the previous section are presented in Figure 2 and fall
between z = 7.0 and z = 8.3, which is the expected range
if a high-EW [OIII] line is responsible for red [3.6]− [4.5]
colors in these galaxies. This suggests that the criteria
we propose in the previous section can be effective in
identifying a fraction of z ≥ 7 galaxies that are present
in fields with deep HST+Spitzer observations.10

10 At face value, this would seem to contradict what is shown in
Figure 1 of Smit et al. (2015), where there would appear to be some
z > 7 galaxies with blue [3.6]− [4.5] colors. On closer examination,
we discovered that all such z > 7 galaxies with discrepant color
measurements were significantly confused in the original IRAC
data, requiring ≥ 3× corrections to either the [3.6] or [4.5] flux
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to the observed photometry, we used the same standard
EAZY SED templates as we described in the previous
section.
We also applied the above selection criteria to the

CANDELS-UDS and CANDELS-COSMOS fields, where
it is also possible to estimate photometric redshifts, mak-
ing use of the available HST observations and ground-
based optical and near-IR Y and K band observations.
Eight sources satisfy these criteria to the H160,AB ∼ 26.5
magnitude limit – where the selection of z ! 6.5 galaxies
can easily be performed given the depth of the I814-band
observations (Bouwens et al. 2015; Grazian et al. 2012),
and the photometric redshifts we derive for these sources
range from z ∼ 7.0 to z ∼ 7.9.

All 12 of the sources selected using the criteria from
the previous section are presented in Figure 2 and fall
between z = 7.0 and z = 8.3, which is the expected range
if a high-EW [OIII] line is responsible for red [3.6]− [4.5]
colors in these galaxies. This suggests that the criteria
we propose in the previous section can be effective in
identifying a fraction of z ≥ 7 galaxies that are present
in fields with deep HST+Spitzer observations.10

10 At face value, this would seem to contradict what is shown in
Figure 1 of Smit et al. (2015), where there would appear to be some
z > 7 galaxies with blue [3.6]− [4.5] colors. On closer examination,
we discovered that all such z > 7 galaxies with discrepant color
measurements were significantly confused in the original IRAC
data, requiring ≥ 3× corrections to either the [3.6] or [4.5] flux
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Fig. 1.— Spectroscopic detection of emission in EGSY8p7 with MOSFIRE. Upper panel shows the 2D spectrum below which we plot
the raw (black line) and smoothed (blue line) 1D spectrum and its error (red shading). The red line shows an example best-fit model of
the data (§3).Vertical lines mark OH skyline positions. The upperleft panel shows a normalized signal map extracted along the slit within
a 5-pixel (' 6.5Å) wide box centered on the line. The pattern of two negative peaks bracketing the positive peak exactly matches that
expected from the dithering scheme used. Arrows show the predicted locations of other lines for a lower redshift interpretation of the line.
Green boxes on the 2D spectrum mark the skyline region typically masked out in our calculations. See §3 for more details.

portant development has been the identification of much
brighter z > 7 candidates from the wider area, some-
what shallower, Cosmic Assembly Near-infrared Deep
Extragalactic Legacy Survey (CANDELS, Grogin et al.
2011; Koekemoer et al. 2011). Surprisingly, some of these
brighter targets reveal Ly↵ despite lying inside the puta-
tive partially neutral era. Finkelstein et al. (2013, here-
after F13) reported Ly↵ with a rest-frame equivalent
width (EW) of 8Å at z=7.508 in a H

AB

=25.6 galaxy;
Oesch et al. (2015, hereafter O15) find Ly↵ emission
at z=7.73 with EW=21Å in an even brighter source at
H

AB

=25.03; and Roberts-Borsani et al. (2015, hereafter
RB15) identified a tentative Ly↵ emission (4.7�) in a
H

AB

=25.12 galaxy at a redshift z=7.477, which we have
now confirmed (Stark et al, in prep). In addition to
their extreme luminosities (M

UV

' �22), these three
sources have red [3.6]-[4.5] Spitzer/IRAC colors, indica-
tive of contamination from strong [O III] and Balmer H�
emission.
Using the Multi-Object Spectrometer For Infra-Red

Exploration (MOSFIRE, McLean et al. 2012) on the
Keck 1 telescope, we report the detection of a promi-
nent emission line in a further bright candidate drawn
from the CANDELS program. EGSY-2008532660 (here-
after EGSY8p7; RA=14:20:08.50, DEC=+52:53:26.60)
is a H

AB

=25.26 galaxy with a photometric redshift of
8.57+0.22

�0.43 and a red IRAC [3.6]-[4.5] color, recently dis-
covered by RB15. We discuss the likelihood that the line

is Ly↵ at a redshift z
spec

= 8.68 making this the most dis-
tant spectroscopically-confirmed galaxy. Detectable Ly↵
emission at a redshift well beyond z ' 8 raises several
questions regarding both the validity of earlier claims for
non-detections of Ly↵ in fainter sources, and the physical
nature of the luminous sources now being verified spec-
troscopically. Even if these bright systems are not rep-
resentative of the fainter population that dominate the
ionization budget, they o↵er new opportunities to make
spectroscopic progress in understanding early galaxy for-
mation.
The paper is organized as follows: In §2 we review

the object selection, spectroscopic observations, and data
reduction. The significance of the line detection and its
interpretation as Ly↵ is discussed in §3. We discuss the
implications of the detectability of Ly↵ in the context of
the earlier work in §4. Throughout we use a standard
⇤CDM cosmology with ⌦m0 = 0.3, ⌦⇤0 = 0.7, H0 = 100
h km s�1Mpc�1, h = 0.7, and magnitudes are given
using the AB convention. Errors are 1� unless otherwise
stated.

2. DATA

The galaxy EGSY8p7 was detected in the Extended
Groth Strip (EGS; Davis et al. 2007) from deep (& 27.0)
multi-band images in the CANDELS survey and first re-
ported as one of four unusually bright (H160 < 25.5)
candidate z > 7 galaxies by RB15. One of these, EGS-
zs8-1, with z

phot

= 7.92±0.36 was spectroscopically con-
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Fig. 3.— Verifying the reality of the line detection in EGS8p7.
The signal/noise distribution from 1500 randomly-positioned aper-
tures across the 2D data presented in Fig.1. All apertures were 6
pixels in radius (' 7.5Å in wavelength space), as the aperture used
to measure the line significance. The vertical line shows the de-
tected signal/noise far exceeds that of the noise distribution.

the facts that the positive and negative line positions
in the 2D spectrum match the dithering pattern used
(Fig.1) and the line position is astrometrically centered
on the target position along the slit on both nights, we
conclude the probability for the detection to be an arti-
fact is negligibly small.
Adopting the identification of Ly↵, the inferred red-

shift of z = 8.683+0.001
�0.004 is satisfactorily close to the pho-

tometric estimate, z
phot

= 8.57+0.22
�0.43 reported by RB15.

Using the HST H-band photometry una↵ected by line
emission, for a reasonable UV slope (� = �2), the range
of line fluxes (Table 1) translates to a rest-frame EW of
17–42Å. While formally fairly uncertain, it is comparable
to line properties secured with MOSFIRE for the other
bright galaxies at z

phot

& 7.5 selected in CANDELS with
red IRAC colors (F13, O15). O15 obtained a total line
flux of 1.7 ± 0.3 ⇥ 10�17 erg s�1 cm�2 and a rest-frame
EW of 21± 4Å, whereas F13 secured a total line flux of
2.64⇥10�18 erg s�1 cm�2 and a more modest rest-frame
EW⇠7.5Å. We note RB15 discussed the possibility that
EGSY8p7 is magnified by foreground galaxies.Adopting
the lens galaxy masses found in RB15 as input, and using
an updated photometric redshift, we conclude EGSY8p7
is likely magnified by ⇠ 20%, and less than a factor ⇠ 2.
Given we only detected one spectral line in the J-band,

we also considered interpretations other than Ly↵, corre-
sponding to a lower redshift galaxy. If the line is a com-
ponent of the [O II] (��3726, 3729) doublet, this would
imply z ' 2.16, possibly consistent with a low redshift
solution to the SED (Fig.4; z

phot

= 1.7± 0.3; 99% C.I.).
However, for each [O II] component we find no trace of
the other line to a limit several times fainter than the de-
tected line (magenta arrows in Fig.1). Similarly, in the
case of [O III] (��4959, 5007; cyan arrows), or the H

�

line (�4861), implying z ⇠ 1.4, we would expect to see
(at least) one of the other lines given typical line ratios
assumed. While the presence of skylines clearly limits a
robust rejection of these alternatives, both the absence
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Fig. 4.— Photometric SED fitting strongly supports a high-
redshift solution for EGSY8p7: Red points show magnitudes,
where the horizontal error marks the filter width, and triangles
denote 1� upper-limits from non-detections. The blue SED shows
the best-fit template at z=8.57. The magenta SED shows the
z=8.48 solution adopting the strong emission line template used in
RB15 (see their work for more details on the templates). The grey
SED shows the best-fit low redshift template which cannot explain
the absence of detection in the optical bands and which is ⇠ 107

times less likely than the high-redshift solutions.

of any optical detections and the red IRAC color are
hard to understand in a low redshift galaxy with intense
line emission. Formally, the SED fit, performed using
the EAZY program (Brammer et al. 2008), gives a low
redshift likelihood 107 times smaller than our adopted
solution at z = 8.68 (Fig.4).

4. DISCUSSION AND SUMMARY

Although we claim EGSY8p7 is the highest-redshift
spectroscopically-confirmed galaxy and the first star-
forming galaxy secured beyond a redshift of 8 (c.f. a
gamma ray burst at z = 8.2, Tanvir et al. 2009),
its prominent Ly↵ emission, detected in only 4 hours,
raises several interesting questions about the usefulness
of galaxies as tracers of reionization. The last few years
has seen a consistent picture emerging from observational
programs charting the visibility of Ly↵ beyond a red-
shift z '6.5 in much fainter (m ' 27) galaxies (Schenker
et al. 2014 and references therein). Although the expo-
sure times, selection techniques and observational strate-
gies di↵er across the various programs, almost 100 faint
targets have now been targeted, collectively yielding very
few z > 7 Ly↵ detections (F13, Schenker et al. 2014). In
marked contrast, all 3 bright z

phot

& 7.5 targets in the
EGS field in Table 2 of RB15’s compilation now reveal
Ly↵ emission.
Although this bright spectroscopic sample is admit-

tedly modest, the high success rate in finding Ly↵ at
redshifts where the IGM is expected to be substantially
neutral ('70% according to Robertson et al. 2015) raises
two interesting questions. Firstly, do these new results
challenge claims made by the earlier fainter Ly↵ searches
in the same redshift interval? Is it possible that those
campaigns reached to insu�cient depths to reliably de-
tect Ly↵ emission? Typically such studies adopted the

•  Luminous LBG in CANDELS fields at H=25.3 with 4.5µm excess 
•  Good spectrum in only 4.3 hours with MOSFIRE 
•  zphot = 8.57 ±  0.3; zspec= 8.68; Lyα EW ~ 30 Å 

Now confirm EGS-z38-2 z(Lyα)=7.477, COSMOS z(Lyα)=7.15 (Stark et al (2016)! 
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TABLE 2
A complete list of the resulting z≥7 sources identified after applying our selection criteria.

ID R.A. Dec mAB
a [3.6]-[4.5] zphot

b Y105 − J125c References*

COSY-0237620370 10:00:23.76 02:20:37.00 25.06±0.06 1.03±0.15 7.14±0.12
0.12 −0.13±0.66 [1],[2],[3]

EGS-zs8-1 14:20:34.89 53:00:15.35 25.03±0.05 0.53±0.09 7.92±0.36
0.36 1.00±0.60 [3], [4]

EGS-zs8-2 14:20:12.09 53:00:26.97 25.12±0.05 0.96±0.17 7.61±0.26
0.25 0.66±0.37 [3]

EGSY-2008532660 14:20:08.50 52:53:26.60 25.26±0.09 0.76±0.14 8.57+0.22
−0.43

* References: [1] Tilvi et al. 2013, [2] Bowler et al. 2014, [3] Bouwens et al. 2015, [4] Oesch et al. 2015
a The apparent magnitude of each source in the H160 band.
b The photometric redshift estimated by EAZY, including flux measurements in the Y band. The uncertainties
quoted here correspond to 1σ.
c The Y − J color for each source. The COSMOS candidate uses ground based data whilst the EGS candidates use
Y105 and J125 filters.

Fig. 3.— HST/ACS V606I814, HST/WFC3 Y105J125H160, and Spitzer/IRAC 3.6µm+4.5µm postage stamp images (4′′×4′′) of the 3 z ≥ 7
candidates identified over the 5 CANDELS fields. On the Spitzer/IRAC images, flux from neighbouring sources has been removed. Y -band
observations at 1.05µm are also available for COSY-0237620370 from ground-based programs (ZFOURGE [Tilvi et al. 2013], UltraVISTA
[Bowler et al. 2014]).

band magnitude of 26.7 mag. For each of these sources,
we estimate photometric redshifts with EAZY. In fitting
to the observed photometry, we used the same standard
EAZY SED templates as we described in the previous
section.
We also applied the above selection criteria to the

CANDELS-UDS and CANDELS-COSMOS fields, where
it is also possible to estimate photometric redshifts, mak-
ing use of the available HST observations and ground-
based optical and near-IR Y and K band observations.
Eight sources satisfy these criteria to the H160,AB ∼ 26.5
magnitude limit – where the selection of z ! 6.5 galaxies
can easily be performed given the depth of the I814-band
observations (Bouwens et al. 2015; Grazian et al. 2012),
and the photometric redshifts we derive for these sources
range from z ∼ 7.0 to z ∼ 7.9.

All 12 of the sources selected using the criteria from
the previous section are presented in Figure 2 and fall
between z = 7.0 and z = 8.3, which is the expected range
if a high-EW [OIII] line is responsible for red [3.6]− [4.5]
colors in these galaxies. This suggests that the criteria
we propose in the previous section can be effective in
identifying a fraction of z ≥ 7 galaxies that are present
in fields with deep HST+Spitzer observations.10

10 At face value, this would seem to contradict what is shown in
Figure 1 of Smit et al. (2015), where there would appear to be some
z > 7 galaxies with blue [3.6]− [4.5] colors. On closer examination,
we discovered that all such z > 7 galaxies with discrepant color
measurements were significantly confused in the original IRAC
data, requiring ≥ 3× corrections to either the [3.6] or [4.5] flux
measurements (and often both). To ensure that our present z ≥ 7
selections are not affected by such issues, we excluded all sources

Sources with extremely strong ionizing radiation? 

4/4 sources with zphot > 7.5 with 4.5µm excess show prominent Lyα ! 
EGSY8p7 at z=8.68 shows Lyα where IGM is expected to be ~60% neutral 
At lower redshift such luminous galaxies are less likely to have strong Lyα 
 
How can this be??? 
 
They could be a different class of galaxy with unusually strong radiation 
fields which have created early ionized bubbles. Conceivably such 
luminous early galaxies contain AGN or unusually hot stellar populations? 



Did Galaxies Reionize Universe? 

Key observables: 
 
1. Integrated abundance of high z star-forming 
galaxies especially contribution of low luminosity 
sources : ρUV 
 
2. Nature of the stellar populations in distant galaxies 
which determines the rate of ionizing photons: ξion 
 
3. Fraction of ionizing photons that escape: fesc 
 
4. Optical depth of electron scattering to CMB: τ 
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the contention that the bulk of the stars at this epoch are al-
ready enriched by earlier generations. Collectively, these two
results support an extended reionization process.
We synthesize these UDF12 findings with the recent 9-

yearWilkinson Microwave Anisotropy Probe (WMAP) results
(Hinshaw et al. 2012) and stellar mass density measurements
(Stark et al. 2012) to provide new constraints on the role of
high-redshift star-forming galaxies in the reionization pro-
cess. Enabled by the new observational findings, we perform
Bayesian inference using a simple parameterized model for
the evolving UV luminosity density to find reionization his-
tories, stellar mass density evolutions, and electron scatter
optical depth progressions consistent with the available data.
We limit the purview of this paper to empirical modeling of
the reionization process, and comparisons with more detailed
galaxy formation models will be presented in a companion
paper (Dayal et al., in preparation).
Throughout this paper, we assume the 9-year WMAP cos-

mological parameters (as additionally constrained by exter-
nal CMB datasets; h = 0.705, Ωm = 0.272, ΩΛ = 0.728,
Ωb = 0.04885). Magnitudes are reported using the AB sys-
tem (Oke & Gunn 1983). All Bayesian inference and maxi-
mum likelihood fitting is performed using theMultiNest code
(Feroz & Hobson 2008; Feroz et al. 2009).

2. THE PROCESS OF COSMIC REIONIZATION
Theoretical models of the reionization process have a long

history. Early analytic and numerical models of the reioniza-
tion process (e.g., Madau et al. 1999; Miralda-Escudé et al.
2000; Gnedin 2000; Barkana & Loeb 2001; Razoumov et al.
2002; Wyithe & Loeb 2003; Ciardi et al. 2003) highlighted
the essential physics that give rise to the ionized inter-
galactic medium (IGM) at late times. In the follow-
ing description of the cosmic reionization process, we fol-
low most closely the modeling of Madau et al. (1999),
Bolton & Haehnelt (2007b), Robertson et al. (2010), and
Kuhlen & Faucher-Giguère (2012).
The reionization process is a balance between the recombi-

nation of free electrons with protons to form neutral hydrogen
and the ionization of hydrogen atoms by cosmic Lyman con-
tinuum photons with energies E > 13.6 eV. The dimension-
less volume filling fraction of ionized hydrogen QHII can be
expressed as a time-dependent differential equation capturing
these competing effects as

Q̇HII =
ṅion
⟨nH⟩

−
QHII
trec

(1)

where dotted quantities are time derivatives.
The comoving density of hydrogen atoms

⟨nH⟩ = XpΩbρc (2)
depends on the primordial mass-fraction of hydrogen Xp =
0.75 (e.g., Hou et al. 2011), the critical density ρc = 1.8787×
10−29h−2 g cm3, and the fractional baryon density Ωb.
As a function of redshift, the average recombination time in

the IGM is

trec =
[

CHIIαB(T )(1+Yp/4Xp)⟨nH⟩(1+ z)3
]−1

, (3)
where αB(T ) is the case B recombination coefficient for hy-
drogen (we assume an IGM temperature of T = 20,000K),
Yp = 1 − Xp is the primordial helium abundance (and ac-
counts for the number of free electrons per proton in the
fully ionized IGM, e.g., Kuhlen & Faucher-Giguère 2012),

and CHII ≡ ⟨n2H⟩/⟨nH⟩2 is the “clumping factor” that ac-
counts for the effects of IGM inhomogeneity through the
quadratic dependence of the recombination rate on density.
Simulations suggest that the clumping factor of IGM gas is
CHII ≈ 1 − 6 at the redshifts of interest (e.g., Sokasian et al.
2003; Iliev et al. 2006; Pawlik et al. 2009; Shull et al. 2012;
Finlator et al. 2012).
We will treat this factor as a constant CHII = 3, but in real-

ity it is much more subtle than that (see, e.g., section 9.2.1
of Loeb & Furlanetto 2012). The average should be taken
over all gas within the ionized phase of the IGM. As reioniza-
tion progresses, this ionized phase penetrates more and more
deeply into dense clumps within the IGM – the material that
will later form the Lyman-α forest (and higher column density
systems). These high-density clumps recombine much faster
than average, so CHII should increase throughout reionization
(Furlanetto & Oh 2005). The crude approach of Equation 1
should therefore fail at the tail end of reionization, when most
of the remaining neutral gas has such a high density that CHII
attains a large value. Fortunately, we are primarily concerned
with the middle phases of reionization here, so this unphys-
ical behavior when QHII is large is not important for us. In
comparison with our previous work (Robertson et al. 2010),
where we consideredCHII = 2−6 and frequently usedCHII = 2
in Equation 3, we will see that our models complete reioniza-
tion somewhat later where a somewhat larger value of CHII is
more appropriate.
The comoving production rate ṅion of hydrogen-ionizing

photons available to reionize the IGM depends on the intrin-
sic productivity of Lyman continuum radiation by stellar pop-
ulations within galaxies parameterized in terms of the rate of
hydrogen-ionizing photons per unit UV (1500Å) luminosity
ξion (with units of ergs−1 Hz), the fraction fesc of such photons
that escape to affect the IGM, and the total UV luminosity
density ρUV (with units of ergs s−1 Hz−1 Mpc−3) supplied by
star-forming galaxies to some limiting absolute UV magni-
tudeMUV. The product

ṅion = fescξionρUV (4)

then determines the newly available number density of Ly-
man continuum photons per second capable of reionizing in-
tergalactic hydrogen. We note that the expression of ṅion in
terms of UV luminosity density rather than star formation rate
(c.f., Robertson et al. 2010) is largely a matter of choice; stel-
lar population synthesis models with assumed star formation
histories are required to estimate ξion and using the star for-
mation rate density ρSFR in Equation 4 therefore requires no
additional assumptions. Throughout this paper, we choose
fesc = 0.2. As shown by Ouchi et al. (2009), escape fractions
comparable to or larger than fesc = 0.2 during the reionization
epoch are required for galaxies with typical stellar populations
to contribute significantly. We also consider an evolving fesc
with redshift, with the results discussed in Section 6.2 below.
The advances presented in this paper come primarily from

the new UDF12 constraints on the abundance of star-forming
galaxies over 6.5 < z< 12, the luminosity functions down to
MUV≃ −17, and robust determinations of their UV continuum
colors. For the latter, in Section 3, we use the UV spectral
slope of high-redshift galaxies by Dunlop et al. (2012b) and
the stellar population synthesis models of Bruzual & Charlot
(2003) to inform a choice for the number ξion of ionizing pho-
tons produced per unit luminosity. For the former, the abun-
dance and luminosity distribution of high-redshift galaxies de-

Ionization rate 

Recombination 
time 
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(2012b), the constancy of the UV continuum slope measured
in z ≃ 7–9 galaxies over a wide range in luminosity supports
the contention that the bulk of the stars at this epoch are already
enriched by earlier generations. Collectively, these two results
support an extended reionization process.

We synthesize these UDF12 findings with the recent nine-
year Wilkinson Microwave Anisotropy Probe (WMAP) results
(Hinshaw et al. 2012) and stellar mass density measurements
(Stark et al. 2013) to provide new constraints on the role of
high-redshift star-forming galaxies in the reionization process.
Enabled by the new observational findings, we perform
Bayesian inference using a simple parameterized model for the
evolving UV luminosity density to find reionization histories,
stellar mass density evolutions, and electron scatter optical depth
progressions consistent with the available data. We limit the
purview of this paper to empirical modeling of the reionization
process, and comparisons with more detailed galaxy formation
models will be presented in a companion paper (P. Dayal et al.,
in preparation).

Throughout this paper, we assume the nine-year WMAP cos-
mological parameters (as additionally constrained by exter-
nal CMB data sets; h = 0.705, Ωm = 0.272, ΩΛ = 0.728,
Ωb = 0.04885). Magnitudes are reported using the AB system
(Oke & Gunn 1983). All Bayesian inference and maximum like-
lihood fitting is performed using the MultiNest code (Feroz &
Hobson 2008; Feroz et al. 2009).

2. THE PROCESS OF COSMIC REIONIZATION

Theoretical models of the reionization process have a long
history. Early analytic and numerical models of the reionization
process (e.g., Madau et al. 1999; Miralda-Escudé et al. 2000;
Gnedin 2000; Barkana & Loeb 2001; Razoumov et al. 2002;
Wyithe & Loeb 2003; Ciardi et al. 2003) highlighted the
essential physics that give rise to the ionized intergalactic
medium (IGM) at late times. In the following description of
the cosmic reionization process, we follow most closely the
modeling of Madau et al. (1999), Bolton & Haehnelt (2007b),
Robertson et al. (2010), and Kuhlen & Faucher-Giguère (2012),
but there has been closely related recent work by Ciardi et al.
(2012) and Jensen et al. (2013).

The reionization process is a balance between the recombina-
tion of free electrons with protons to form neutral hydrogen and
the ionization of hydrogen atoms by cosmic Lyman continuum
photons with energies E > 13.6 eV. The dimensionless volume
filling fraction of ionized hydrogen QH ii can be expressed as a
time-dependent differential equation capturing these competing
effects as

Q̇H ii = ṅion

⟨nH⟩
− QH ii

trec
, (1)

where the dotted quantities are time derivatives.
The comoving density of hydrogen atoms

⟨nH⟩ = XpΩbρc (2)

depends on the primordial mass-fraction of hydrogen Xp = 0.75
(e.g., Hou et al. 2011), the critical density ρc = 1.8787 ×
10−29 h−2 g cm3, and the fractional baryon density Ωb.

As a function of redshift, the average recombination time in
the IGM is

trec = [CH iiαB(T )(1 + Yp/4Xp)⟨nH⟩(1 + z)3]−1, (3)

where αB(T ) is the case B recombination coefficient for hy-
drogen (we assume an IGM temperature of T = 20,000 K),

Yp = 1 − Xp is the primordial helium abundance (and ac-
counts for the number of free electrons per proton in the
fully ionized IGM, e.g., Kuhlen & Faucher-Giguère 2012), and
CH ii ≡ ⟨n2

H⟩/⟨nH⟩2 is the “clumping factor” that accounts for
the effects of IGM inhomogeneity through the quadratic depen-
dence of the recombination rate on density.

Simulations suggest that the clumping factor of IGM gas is
CH ii ≈ 1–6 at the redshifts of interest (e.g., Sokasian et al.
2003; Iliev et al. 2006; Pawlik et al. 2009; Shull et al. 2012;
Finlator et al. 2012). While early hydrodynamical simulation
studies suggested that the clumping factor could be as high as
CH ii ∼ 10–40 at redshifts z < 8 (e.g., Gnedin & Ostriker 1997),
recent studies that separately identify IGM and interstellar
medium (ISM) gas in the simulations and employ a more
detailed modeling of the evolving UV background have found
lower values of CH ii. An interesting study of the redshift
evolution of the clumping factor was provided by Pawlik et al.
(2009, see their Figures 5 and 7). At early times in their
simulations (z ! 10), the clumping factor was low (CH ii < 3)
but increased with decreasing redshift at a rate similar to
predictions from the Miralda-Escudé et al. (2000) model of
the evolving IGM density probability distribution function. In
the absence of photoheating, at lower redshifts (z " 9) the
clumping factor would begin to increase more rapidly than the
Miralda-Escudé et al. (2000) prediction to reach CH ii ∼ 10–20
by z ∼ 6. In the presence of photoheating, the evolution of
the clumping factor depends on the epoch when the uniform
UV background becomes established. If the IGM was reheated
early (z ∼ 10–20), then the predicted rise in clumping factor
breaks after the UV background is established and increases
only slowly to CH ii ∼ 3–6 at late times (z ∼ 6). If instead, and
perhaps more likely, the IGM is reheated later (e.g., z ∼ 6–8),
then the clumping factor may actually decrease at late times
from CH ii ∼ 6–10 at z ∼ 8 to CH ii ∼ 3–6 at z ∼ 6.

The results of these simulations (e.g., Pawlik et al. 2009;
Finlator et al. 2012) in part motivate our choice to treat the
clumping factor as a constant CH ii ∼ 3 since over a wide
range of possible redshifts for the establishment of the UV
background the clumping factor is expected to be CH ii ∼ 2–4
at z " 12 (see Figure 5 of Pawlik et al. 2009) and lower at
earlier times. In comparison with our previous work (Robertson
et al. 2010), where we considered CH ii = 2–6 and frequently
used CH ii = 2 in Equation (3), we will see that our models
complete reionization somewhat later when a somewhat larger
value of CH ii is more appropriate. However, we note that the end
of the reionization process may be more complicated than what
we have described above (see, e.g., Section 9.2.1 of Loeb &
Furlanetto 2012). As reionization progresses, the ionized phase
penetrates more and more deeply into dense clumps within the
IGM—the material that will later form the Lyα forest (and
higher column density systems). These high-density clumps
recombine much faster than average, so CH ii may increase
throughout reionization (Furlanetto & Oh 2005). Combined with
the failure of Equation (1) to model the detailed distribution
of gas densities in the IGM, we expect our admittedly crude
approach to fail at the tail end of reionization. Fortunately, we
are primarily concerned with the middle phases of reionization
here, so any unphysical behavior when QH ii is large is not
important for us.

The comoving production rate ṅion of hydrogen-ionizing pho-
tons available to reionize the IGM depends on the intrinsic
productivity of Lyman continuum radiation by stellar popu-
lations within galaxies parameterized in terms of the rate of

2



Ionising to UV Photon Ratio ξion 

UV continuum slope β measured using HST colours distinguishes between: 
(i)  metal-poor galaxies with steep UV continua, i.e. large ξion  
(ii)  metal-enriched systems with flatter spectral slopes, i.e. lower ξion  
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Figure 1. Spectral properties of high-redshift galaxies and the corresponding properties of stellar populations. Dunlop et al. (2012b) used the new UDF12 HST
observations to measure the UV spectral slope β of z ∼ 7–9 galaxies as a function of luminosity (data points, left panel). As the data are consistent with a constant β
independent of luminosity, we have fit constant values of β at redshifts z ∼ 7–8 (maximum likelihood values of β(z ∼ 7) = −1.915 and β(z ∼ 8) = −1.970 shown
as red lines, inner 68% credibility intervals shown as gray shaded regions; at z ∼ 9 the line and shaded region reflect the best-fit value of β(z ∼ 9) = −1.80 ± 0.63).
The data are broadly consistent with β = −2 (indicated with the gray band in right panel), independent of redshift and luminosity. To translate the UV spectral
slope to a ratio ξion of ionizing photon production rate to UV luminosity, we use the BC03 stellar population synthesis models (right panel) assuming a constant star
formation rate (SFR). The constant SFR models evolve from a declining ξion with increasing β at early times to a relatively flat ξion at late times (we plot the values
of ξion vs. β for population ages less than the age of the universe at z ∼ 7, t = 7.8 × 108 yr). Three broad types of BC03 constant SFR models are consistent with
values of β = −2: mature (!108 yr old), metal-rich, dust-free stellar populations; mature, metal-rich stellar populations with dust (AV ∼ 0.1 calculated using the
Charlot & Fall 2000 model); and young, metal-rich stellar populations with dust. Dust-free models are plotted with solid lines, while dusty models are shown as
dashed lines. We assume the Chabrier (2003) initial mass function (IMF), but the Salpeter (1955) IMF produces similar values of ξion (dotted lines, dust-free case
shown). Based on these models we optimistically assume log ξion = 25.2 log erg−1 Hz, but this value is conservative compared with assumptions widely used in the
literature.
(A color version of this figure is available in the online journal.)

absorption) and to redder β, such that young, metal-rich stellar
populations with dust can also reproduce values of β ≈ −2
while maintaining log ξion = 24.75–25.35 log erg−1 Hz. Mod-
erately metal-poor models (Z ∼ 0.2–0.4Z⊙) with as much as
AV ≈ 0.1 can also reproduce β ≈ −2 for population ages
t > 108 yr, but the most metal-poor models in this range re-
quire t > 4 × 108 yr (an initial formation redshift of z ! 12
if observed at z ∼ 7). We note that our conclusions about the
connection between β (or J125 − H160 color) and the properties
of stellar populations are wholly consistent with previous results
in the literature (e.g., Figure 7 of Finkelstein et al. 2010).

While the β measurements of Dunlop et al. (2012b) have
greatly reduced the available BC03 stellar population model
parameter space, there is still a broad allowable range of
log ξion ≈ 24.75–25.35 log erg−1 Hz available for constant SFR
models with UV spectral slopes of β ≈ −2. We therefore adopt
the value

log ξion = 25.2 log erg−1 Hz (adopted) (12)

throughout the rest of the paper. This ξion is in the upper range
of the available values shown in Figure 1, but is comparable
to values adopted elsewhere in the literature (e.g., Kuhlen &
Faucher-Giguère 2012, who assume log ξion ≈ 25.3 for β = −2,
see their Equations (5) and (6)).

We also considered stellar populations reddened by nebular
continuum emission (e.g., Schaerer & de Barros 2009, 2010;
Ono et al. 2010; Robertson et al. 2010), which in principle

could allow relatively young, metal-poor populations with larger
ξion to fall into the window of β values found by Dunlop
et al. (2012b). We find that for fesc ∼ 0.2, nebular models
applied to young (<100 Myr) constant star formation rate BC03
models are still marginally too blue (β ∼ −2.3). Although more
detailed modeling is always possible to explore the impact of
nebular emission on ξion, the uniformity observed by Dunlop
et al. (2012b) in the average value of β over a range in galaxy
luminosities may argue against a diverse mixture of young and
mature stellar populations in the current z ≃ 7–8 samples.
However, as Dunlop et al. (2012b) noted, a larger intrinsic
scatter could be present in the UV slope distribution of the
observed population but not yet detected. Similarly, top heavy
initial mass function stellar populations with low metallicity,
like the 1–100 M⊙ Salpeter IMF models of Schaerer (2003)
used by Bouwens et al. (2010) to explain the earlier HUDF09
data, are disfavored owing to their blue spectral slopes.

For reference, for conversion from UV luminosity spectral
density to SFR, we note that for population ages t > 108 yr
a constant SFR BC03 model with a Chabrier (2003) IMF
and solar metallicity provides a 1500 Å luminosity spectral
density of

LUV ≈ 1.25 × 1028 × SFR
M⊙ yr−1

erg s−1 Hz−1, (13)

while, as noted by Madau et al. (1998), a comparable Salpeter
(1955) model provides 64% of this UV luminosity. A very

5

z~7-8 galaxies show a uniform 
slope β=-2 consistent with mature 
(>100 Myr) enriched stars and        
       log ξion ~25.1 (cgs)  
but ambiguities remain depending 
on composition, dust and IMF. 

Dunlop et al (2013), Roberston et al (2013) 
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Figure 2. The rest-frame ultraviolet spectral region for different
stellar population models with an identical luminosity at 1500Å.
Binary population synthesis models are compared to single star
models, for either an instantaneous starburst or continuous star
formation rate of 1M⊙ yr−1, at age of 100Myr. The stellar mass
of the continuous starburst models is 106.0 M⊙, while that of the
starbursts is 106.9 M⊙. A stellar metallicity of Z = 0.002 is shown.

where we set the lower limit as the wavelength below which
our models produce negligible flux.

3.2 Star Formation History and Age

The Lyman continuum flux for a population with continu-
ous star formation rate 1M⊙ yr−1 is dominated by massive
stars with lifetimes of a few Myr (where 1Myr = 106 years).
In figure 3 we show evolutionary tracks in ionizing photon
flux and far-ultraviolet luminosity arising from a galaxy with
Z = 0.002. For stellar population forming stars as a con-
stant rate, the photon flux remains virtually constant at
ages above ∼10Myr in both the single and binary star evo-
lution path cases as the oldest stars fade in the ultraviolet
and are replaced. Throughout the lifetime of the star forma-
tion event, however, the binary star populations produce a
higher number of ionizing photons, exceeding the single star
population flux by 50-60 per cent in this Z = 0.002 example
(see section 3.3 for metallicity effects).

While the continuous star formation case yields a highly
stable photon flux that depends only on star formation rate
(after an initial establishment period) rather than stellar
mass, it may not be a wholly realistic scenario for all distant
galaxies. For galaxies in which star formation is triggered by
merger events, or the sudden accretion of gas clouds from
the IGM, which drive winds which quench their own star
formation, or which have a small gas supply at the onset
of star formation, star formation could plausibly be a short
lived phase (see Bouwens et al. 2010; Verma et al. 2007).

The star formation history in such systems is usually
parameterized as an initial abrupt star formation event, fol-
lowed by ongoing star formation, the rate of which declines
exponentially with a characteristic time-scale, τ . The con-
tinuous star formation scenario represents one extreme of
such models (τ = ∞), while the other extreme (τ = 0) is
an instantaneous starburst, in which all stars are formed

simultaneously and thereafter evolve without further star
formation.

In figure 2 we show a comparison between the synthetic
spectra produced by continuous star formation and a star-
burst scenario at a stellar population age of 100Myr, us-
ing either single or binary synthesis at Z = 0.002. By con-
trast with the continuous star formation event, an ageing
starburst emits very few ionizing photons, despite a still
healthy 1500Å continuum. This is significant for the in-
ferences drawn from the high redshift galaxy population.
Galaxies at z > 4 are typically only detected longwards of
the 1216Å Lyman-α feature, and their luminosities are mea-
sured around 1500Å in the rest frame. As figure 2 demon-
strates, for a young starburst, this can lead to substantial
ambiguity in the estimated 912Å and ionizing photon flux.

A suggestion that starburst events at high redshift
might be short-lived can be found in the very high specific
star formation rates of Lyman break galaxies at high red-
shift. Such systems, observed at z ∼ 7, can form their cur-
rent stellar mass in as little as 100Myr, assuming constant
star formation at the observed rate (i.e. sSFR∼9.7Gyr−1,
Stark et al. 2013). The contribution of these short-lived
bursts to the ionizing flux has largely been ignored in the
past, on the basis that single star models in particular show
a rapid decline in luminosity within 10Myr of the initial
burst. In figure 3 we show the evolution of the photon flux
with stellar population age for an instantaneous starburst.
In the case of an ageing instantaneous starburst, a stellar
mass of 106 M⊙ is created and then allowed to age. In the
continuous star formation case, stars are continuously added
to the model, weighted by IMF and at a rate of 1M⊙ yr−1

such that the stellar mass is equal to the stellar popula-
tion age. Both single star and binary evolution synthesis
models do indeed show rapid, order of magnitude, drop in
ionizing photon flux over the first 10Myr after star forma-
tion. Thereafter, however, the two populations diverge. The
binary models prolong the period over which hot stars dom-
inate the spectrum. As a result, the ionizing photon flux
declines far less rapidly for binary synthesis models than
that of a single star population at the same metallicity, and
the ratio between the two rises to a factor of 100 at an age
of 30Myr. The ionizing flux from these sources represents
a potentially overlooked contribution to the ionizing flux in
the distant Universe.

However, we note that the situations shown in figure
3 represent just two snapshots in a rather large parame-
ter space. Both ionizing flux and continuum flux density
will scale with star formation rate in the continuous star
formation case. The same parameters will scale with mass
of the initial starburst in the instantaneous case. Given a
far-ultraviolet luminosity density of 106 L⊙ Å−1, we might
estimate that we have a ∼100Myr old stellar population
forming 1M⊙ yr−1, or a massive instantaneous burst (per-
haps a galaxy-wide starburst due to merger activity) of the
same total mass, seen at just ∼20Myr. If the latter is in fact
a better description, the ionizing photon flux is likely to be
lower by an order of magnitude (assuming binary evolution,
two orders of magnitude for single stars). More complex star
formation histories, such as declining exponential starbursts,
will lie between these extremes, with a strong dependence
on their characteristic time-scales.

c⃝ 2015 RAS, MNRAS 000, 1–17

Do We Understand Stellar Evolution Well Enough? 

Stanway et al (2015) 

Given the UV continuum slope @ 1500 A can we predict the Lyman continuum flux? 

Imponderables include: stellar initial mass function, rotation in hot MS 
stars, effect of binaries etc…all have significant effect on ξion 

Degeneracy in spectral energy distributions 



More Robust Diagnostics with UV Metal Lines 
Spectra of lensed 106-9 M⦿ z~2-3 galaxies similar to those at z~7 

•    

Key lines include: 
  
 - CIV 1548 Å   48 eV 
 - O III] 1664 Å  35 eV 
 - CIII] 1909 Å   29 eV 
 
These are prominent in metal-poor systems reflecting harder ionizing 
spectra so valuable indicators of ξion in early stellar populations 

Stark et al (2014) 
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Important UV Emission Lines 

A.(Feltre(B(ESO(Lunch(Talk(B(October(6,(2015

AGN(vs(stellar(ionizing(spectra

Feltre+15

metal rich!
Z=0.03

extremely metal poor 
Z=0.0001

α=-1.2

α=-2.0

Two grids of photoionization models predicting nebular emission line ratios: 
Young stars: CB15 (new tracks, WR stars) + CLOUDY (Gutkin et al 2015)  
AGN-driven: Power law F(ν) ~ να  + CLOUDY (Feltre et al 2015) 
 

UV lines 



Illustration: CIV Doublet in z ~ 7.045 Galaxy 

Stark et al (2015) 
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Abell	1703	

CIV / Lyα  ratio much stronger than in z~2 sample – what does this mean?  
 
•   High ionisation parameter ξion = 25.5 ± 0.16 
 
•    Low metallicity:  ~0.01 solar  

A.(Feltre(B(ESO(Lunch(Talk(B(October(6,(2015

Comparison(with(observations

Stark+15a

lensed  A1703-zd6 z~7.06 !
(Keck/MOSFIRE)

✦ metal poor SSP with hot stars!
!

high ionisation parameter (-1.35) !
low metallicity (Z=0.0001)!

!
✦  AGN!

fit on CIV/HeII and OIII]/HeII!
consistent with!

low metallicity (Z=0.001)!
low density (nH=102 cm-3)

what is the !
ionizing source?

AGN 

Young stars 



CIII] at z=7.73 

uncertainties for the redshift, line flux, significance, and line
width.

The line corresponds to a redshift of
= ±αz 7.7302 0.0006Ly , with a total luminosity of

= ± ×αL 1.2 0.2 10Ly
43 erg s−1, and a total detection signifi-

cance of σ6.1 . This is somewhat lower, but consistent with a
simple estimate of 7.2σ detection significance from integrating
the 1D extracted pixel flux over the full extent of the line (i.e.,
not accounting for background continuum offsets).

Note that the redshift of the line is determined from our
model of a truncated Gaussian profile and is thus corrected for
instrumental resolution and the asymmetry arising from the
IGM absorption. The peak of the observed line (λ = 10616 Å)
thus lies ∼2.5 Å to the red of the actual determined redshift.

Given the brightness of the target galaxy, the detected line
corresponds to a rest-frame equivalent width of EW = ±21 40

Å. This is lower than the Lyα emitter criterion of EW > 250 Å
set in recent analyses that use the Lyα fraction among LBGs to
constrain the reionization process (e.g., Stark et al. 2011; Treu
et al. 2013).

4.2. Line Properties

Different quantities of the detected line are tabulated in
Table 1. In particular, we compute the weighted skewness
parameter, Sw (Kashikawa et al. 2006) finding = ±S 15 6w Å.
This puts the line above the 3 Å limit found for emission lines
at lower redshift (see also Section 4.3).

The FWHM of the line is quite broad with
= ± ÅFWHM 13 3 , corresponding to a velocity width of

= −
+ −V 360 km sFWHM 70

90 1. Our galaxy thus lies at the high end of
the observed line width distribution for z ∼ 5.7–6.6 Lyα
emitters (e.g., Ouchi et al. 2010), but is consistent with
previous >z 7 Lyα lines (Ono et al. 2012).

4.3. Caveats

While the identification of the detected asymmetric emission
line as Lyα is in excellent agreement with the expectation from
the photometric redshift, we cannot rule out other potential
identifications. As pointed out in the previous section,
Kashikawa et al. (2006) find that weighted asymmetries

>S 3w Å are not seen in lower redshift lines, but almost
exclusively in Lyα of high-redshift galaxies. However, at the
resolution of our spectra, the observed asymmetry is also
consistent with an [O II] line doublet in a high electron density
environment, i.e., with a ratio of [O II]λ3726/[O II]λ >3729 2,
and with a velocity dispersion of σ ≳ 100v km s−1.
If the observed line is an [O II]λλ3726, 3729 doublet, the

redshift of this galaxy would be =z 1.85OII . This is very close
to the best low redshift SED fit shown in Figure 1. However,
that SED requires a strong spectral break caused by an old
stellar population, for which no emission line would be
expected. Additionally, the low-redshift solution can not
explain the extremely red IRAC color (used to select this
galaxy), and predicts significant detections in the ACS/F814W
band, as well as in the ground-based WIRDS K-band image
(Bielby et al. 2012). No such detections are present, however,
resulting in a likelihood for such an SED of < − 10 7 (see also
Figure 1). Thus all the evidence points to this line being Lyα
at z = 7.73.

5. DISCUSSION

In this Letter we used Keck/MOSFIRE to spectroscopically
confirm the redshift of one of the brightest z ∼ 8 galaxies
identified by Bouwens et al. (2015) over the five CANDELS
fields. Interestingly, this source is ∼0.5 mag brighter than any
source identified in the wide-area BoRG and HIPPIES surveys
(e.g., Trenti et al. 2011; Yan et al. 2011; Bradley et al. 2012;
Schmidt et al. 2014).
As shown in Figure 4, with =z 7.730spec and an absolute

magnitude = − ±M 22.06 0.05UV the source EGS-zs8-1 is
currently the most distant and brightest spectroscopically
confirmed galaxy (apart from a gamma-ray burst at z = 8.2;
Salvaterra et al. 2009; Tanvir et al. 2009). EGS-zs8-1 also
populates the brightest bin of the recent Bouwens et al. (2015)
z ∼ 8 UV luminosity function (LF), which makes it an
unusually rare object. A spectroscopic confirmation of its high
redshift is thus particularly valuable for proving the existence
of bright H = 25.0 mag galaxies at z ∼ 8 and for validating the
bright end LF constraints.
An SED fit at the spectroscopic redshift of the source reveals

a relatively high stellar mass = ±⊙M Mlog 9.9 0.2, a star
formation rate (SFR) of = ±⊙ −Mlog SFR ( yr ) 1.9 0.21 , and
a relatively young, but not extreme age of −log age yr 1

= ±8.0 0.5 based on an apparent Balmer break between the
WFC3/IR and the Spitzer photometry (see also Table 1). The
corresponding formation redshift of this galaxy thus lies at
zf = 8.8. For details on our SED fitting see, e.g., Oesch
et al. (2014).
Interestingly, the source has a UV continuum slope of

β = − ±1.7 0.1 (measured from the SED fit) and is consistent
with considerable dust extinction, −E B V( ) = 0.15 mag. The
detection of a significant Lyα emission line is not inconsistent,
however, given the complexities of line formation in such
young galaxies.

Figure 3.MOSFIRE spectra of EGS-zs8-1. The full 2D spectrum after two-by-
two binning is shown in the top panel, while the optimally extracted 1D
spectrum is shown on the bottom. The 1D spectrum was smoothed by a 3 pixel
(∼3 Å) moving average filter for clarity. The gray shaded area represents the
1σ flux uncertainty, while the dark red line shows the best-fit model. The line is
quite extended in the wavelength direction and shows clear asymmetry with the
expected shape typical for high-redshift Lyα lines. The spectroscopic redshift
measurement is = ±z 7.7302 0.0006spec in excellent agreement with the
previously determined photometric redshift. Other line characteristics are
summarized in Table 1.
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thus add to the robustness of any detection. After creating the
2D spectra for the different masks, we applied the appropriate
relative shift of the two 2D frames before stacking the
observations of the two nights to our final 2D spectrum.

Similarly, 1D spectra were extracted separately for each
mask using an optimal extraction based on a profile determined
by the slit star. The extracted 1D spectra were corrected for
Galactic extinction and for telluric absorption using nearby A0
stars observed in the same night at similar airmass. The
uncertainty in our optimally extracted 1D spectra was
determined empirically from empty rows in the full, rectified
2D spectra of the mask.

The absolute flux calibration was obtained from the slit
stars by comparison of the spectra with the 3D-HST
photometric catalogs (Skelton et al. 2014). An additional
small correction was applied to account for the extension of
individual sources in the slit mask by integrating the seeing-
matched HST images over the slit and comparing with the slit
loss of stellar sources.

4. RESULTS

Out of the eight z ∼ 7–8 galaxy candidates, we detected a
significant emission line (at σ>5 ) for only one source (EGS-
zs8-1). This line is discussed in detail below.

4.1. A Lyα Emission Line at z = 7.730

The spectra of our target source EGS-zs8-1 (see Table 1 for
summary of properties) revealed a significant emission line at
the expected slit position in both masks independently (right
panels Figure 2). The full 4 hr stacked 2D and 1D spectra are
shown in Figure 3, showing a line with a clear asymmetric
profile, as expected for a Lyα line at high redshift ( ≳z 3).
Furthermore, it lies at the expected wavelength based on our
photometric redshift estimate = ±z 7.7 0.3phot . We therefore
interpret this line as Lyα (other possibilities are discussed in
Section 4.3.

We fit the line using a Markov Chain Monte Carlo (MCMC)
approach based on the emcee python library (Foreman-
Mackey et al. 2013). Our model is based on a truncated
Gaussian profile to account for the IGM absorption and
includes the appropriate instrumental resolution. The model
also includes the uncertainty on the background continuum
level. The MCMC output provides full posterior PDFs and

Figure 2. Left—mask layout of the two nights of MOSFIRE Y-band observations of our primary target. These two nights provide two completely independent
measurements of this galaxy at two different orientations as well as two different positions along different slitlets. This also allows us to exclude the possibility of
contamination in the final stacked spectrum from the two faint neighboring galaxies present within 2″ of the primary galaxy along the slits. Right—the signal-to-noise
ratio around the detected emission line in the two independent 1D spectra of the two nights, averaged over a 4 pixel width (∼4 Å). A line is clearly detected at σ>4
independently in both 2 hr spectra from each night. We also checked the unrectified frames to ensure that the positive flux in the spectrum indeed originated from the
expected position of the galaxy along the spectrum.

Table 1
Measurements of Galaxy EGS-zs8-1

Target

R.A. (J2000) 14:20:34.89
Decl. (J2000) 53:00:15.4
H160 25.03 ± 0.05
MUV −22.06 ± 0.05

Emission Line

zspec 7.7302 ± 0.0006
f(Lyα) 1.7 ± 0.3 × 10−17 erg s−1 cm−2

L(Lyα) 1.2 ± 0.2 × 1043 erg s−1

EW0(Lyα)a 21 ± 4 Å
Sw 15 ± 6 Å
FWHMb 13 ± 3 Å
VFWHM

b 360−
+

70
90 km s−1

Physical Parametersc

⊙M Mlog gal 9.9 ± 0.2
−log age yr 1 8.0 ± 0.5

⊙ −Mlog SFR ( yr )1 1.9 ± 0.2

log SSFR −8.0 ± 0.4
AUV 1.6 mag
UV slope β −1.7 ± 0.1

a Not corrected for IGM absorption.
b Derived from truncated Gaussian fit, corrected for instrumental broadening,
but not for IGM absorption.
c Based on SED fits (see Section 5; Oesch et al. 2014).
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TABLE 1
The mean ξion,0’s we derive from the Inferred Hα Flux

for Galaxies of Different Luminosities and
UV -continuum Slopes β.

log10 ξ̄ion,0/[Hz ergs−1]a

Subsample # Sources Calzetti SMC

z = 3.8-5.0 Sample (Smit et al. 2015b)
−2.6< β < −2.3 25 25.53+0.17

−0.15 25.53+0.17
−0.15

−2.3< β < −2.0 86 25.39+0.18
−0.13 25.41+0.16

−0.12

−2.0< β < −1.7 111 25.21+0.15
−0.20 25.27+0.14

−0.22

−1.7< β < −1.4 96 25.18+0.07
−0.07 25.29+0.08

−0.07

−1.4< β < −1.1 40 25.09+0.21
−0.18 25.26+0.23

−0.16

−23.0< MUV < −22.0 12 25.10+0.27
−0.31 25.19+0.26

−0.31

−22.0< MUV < −21.0 93 25.23+0.10
−0.08 25.31+0.09

−0.07

−21.0< MUV < −20.0 205 25.28+0.07
−0.07 25.34+0.06

−0.08

−20.0< MUV < −19.0 78 25.26+0.33
−0.27 25.34+0.29

−0.32

z = 5.1-5.4 Sample (Rasappu et al. 2015)
−2.6< β < −2.3 7 — 25.90+0.42

−0.24

−2.3< β < −2.0 6 — 25.24+0.28
−0.28

−2.0< β < −1.7 9 — 25.30+0.27
−0.24

−22.0< MUV < −21.0 6 — 25.48+0.28
−0.24

−21.0< MUV < −20.0 13 — 25.57+0.54
−0.30

−20.0< MUV < −19.0 3 — 25.80+0.31
−0.25

a Assumes that escape fraction is zero. The estimated ξion,0’s
would be ∼0.03 dex higher if we account for a positive escape
fraction and suppose that galaxies dominate the observed ionizing
emissivity at z ∼ 4-5. See §3.5.

Fig. 4.— Distribution of ξion’s estimated from the observations
for z = 3.8-5.0 galaxies in the luminosity range −21 < MUV,AB <
−20 assuming a Calzetti dust law. The observed scatter in this
distribution (excluding the 4 lowest measurements) is ∼0.32 dex.
Given that the typical uncertainty in individual estimates of ξion
is ∼0.17 dex, this implies an intrinsic scatter of ∼0.27 dex, very
similar to the scatter around the main sequence of star formation in
galaxies, as estimated by Smit et al. (2015b) based on the inferred
Hα fluxes. See §3.3.

the observed scatter in the main sequence of star forma-
tion in galaxies, as inferred from Hα (Smit et al. 2015b).
See Figure 4.

3.4. Dust Extinction Impacting the Nebular vs. Stellar
Continuum Light

In addition to uncertainties that directly regard the
dust law, it is also unclear whether emission lines suf-
fer more extinction than stellar continuum light due to
a significant dust mass in nebular regions of galaxies.
While the nebular continuum is known to be more ex-
tincted than the stellar continuum in the local universe,
i.e., AV,stellar = 0.44AV,gas (Calzetti et al. 2000), select
results at z ∼ 2 suggests that this is not true for all z ∼ 2
galaxies and many exhibit AV,stellar = AV,gas (e.g., Erb
et al. 2006; Reddy et al. 2010, 2015; but see also Förster
Schreiber et al. 2009; Kashino et al. 2013; Price et al.
2014).
We rederived ξion,0 for the individual sources in our

samples assuming that nebular lines suffer a 2.3× higher
dust obscuration. In this case, the derived ξion,0 would
be 0.09 dex and 0.02 dex higher for the Calzetti and SMC
dust laws, respectively. We do not correct our baseline
determinations for this effect given evidence from other
studies (e.g., Shivaei et al. 2015) that such a correction
is not clearly necessary for achieving agreement between
UV , Hα, and mid-IR-based SFR estimates.

3.5. Sensitivity to the Assumed Escape Fraction

A separate factor which impacts the Lyman-continuum
photon ionizing efficiency ξion is the escape fraction of
ionizing photons we assume. If the escape fraction is
larger than zero, then some fraction of the ionizing pho-
tons are escaping from a galaxy without having an im-
pact on the number of ionized hydrogen atoms within a
galaxy and also on its Hα luminosity. The implication
is that those photons which do not escape must be even
more rich in Lyman-continuum photons (per unit UV lu-
minosity) than we would infer if no radiation at all was
escaping.
Following the work of Kuhlen & Faucher-Giguère

(2012), we can set upper limits on the escape fraction
of ionizing radiation at z ∼ 4.4 from galaxies by com-
paring the UV luminosity density integrated to various
limiting luminosities with measurements of the ionizing
emissivity Ṅion. The relevant equation is

Ṅion = fescξionρUV (3)

(e.g., Robertson et al. 2013; see also Kuhlen & Faucher-
Giguére 2012). The ionizing emissivity has been mea-
sured at z ∼ 4.4 based on observations of the Lymanα
forest which constrain both the ionizing background and
the mean-free path of ionizing photons; interpolating be-
tween the z ∼ 4 and z ∼ 4.75 measurements of Becker
& Bolton (2013), we adopt a value of 1050.92±0.45 s−1

Mpc−3. If we assume that the UV LF has a faint-
end cut-off at −13 mag, then the integrated luminos-
ity we estimate by interpolating between the z ∼ 3.8
and z ∼ 4.9 LF results from Bouwens et al. (2015a) is
1026.56±0.06 ergs s−1Hz−1 Mpc−3. ξion represents the
Lyman-continuum photon production efficiency in the
presence of a non-zero escape fraction and is equal to
ξion,0/(1 − fesc,LyC). Meanwhile, fesc represents the so-
called relative escape fraction fesc = fesc,LyC/fesc,UV

where fesc,LyC and fesc,UV represent the escape fraction
at Lyman-continuum and UV -continuum wavelengths,
respectively (see e.g. Steidel et al. 2001; Shapley et
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Figure 1. HST imaging of (left to right) A2390_H3, A2390_H5, and J1621 with DEIMOS slit positions overlaid. North is up and east is to the left. The instrument/filter
is ACS/F814W for the A2390 arc images and WFC3/F775W for J1621, with central wavelengths similar to the DEIMOS spectra. In all cases the slit is oriented to
include the entire source.

et al. (2012). Spectra of each galaxy covered the wavelengths
corresponding to at least 1175−1675 Å in the rest frame. The
lensed sources in Abell 2390 were observed simultaneously
with a multi-slit mask that sampled two images of each source
(Figure 1). Seeing varied between 0.′′4 and 1.′′4 FWHM during
the observations, and the bulk of the data used have seeing in
the range 0.′′7–0.′′9. Some exposures (∼10%) were affected by
cirrus and are not included in the final addition. Total observing
times for the final spectra are given in Table 1.

The DEIMOS spectra were reduced and calibrated using
the Spec2D pipeline following the techniques discussed in detail
by Stark et al. (2010). In the case of A2390_H3, care was taken to
ensure that the extracted spectrum was not contaminated by light
from a nearby cluster member. Data from the 2011 October and
2012 June runs were reduced separately, and the resulting one-
dimensional spectra were combined with an inverse-variance
weighted mean. Spectra of J1621 are affected by poor sky
subtraction residuals, while the Abell 2390 arc spectra are
of excellent quality. Spectra of different images of the Abell
2390 arcs were scaled to the same flux level before combining to
a common wavelength scale with 0.7 Å pixels, roughly Nyquist
sampled. The final spectra, shown in Figure 2, reach an average
continuum S/N per 70 km s−1 resolution element of 5 for J1621,
9 for A2390_H3, and 10 for A2390_H5 over the rest-frame
wavelength range 1250–1650 Å. This is comparable to that in
the composite spectrum in Jones et al. (2012), which has S/N
equivalent to ∼10 at the improved resolution of 70 km s−1 of
our new data.

3. ANALYSIS

3.1. Systemic Redshift

Accurate systemic redshifts are required in order to examine
the kinematics of gas seen in absorption, and the techniques for
estimating these are discussed in detail in Jones et al. (2012).
This is straightforward when nebular emission lines are visible,
such as is the case in both J1621+0607 (O iii] λλ1661, 1666)
and A2390_H5 (O iii] λλ1661, 1666, He ii λ1640, C iv λλ1548,
1551). The strong emission from highly ionized species such
as He ii and C iv seen in A2390_H5 is uncommon but has been
observed in some high-redshift starburst galaxies and signifies
an extremely young, metal-poor, and hot stellar population (e.g.,
Fosbury et al. 2003; Erb et al. 2010). Alternatively, they may
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Figure 2. Keck DEIMOS spectra of (top to bottom) A2390_H3, A2390_H5,
and J1621. In each panel the black spectrum represents the lensed galaxy and
the composite spectrum of 81 LBGs from the analysis of Jones et al. (2012) is
shown in red. All spectra are plotted in the rest frame with flux normalized such
that median fν = 1 in the range 1250–1500 Å. Prominent spectral features are
labeled.
(A color version of this figure is available in the online journal.)

signify the presence of an active galactic nucleus, but the narrow
line widths (50–185 km s−1 FWHM, corrected for instrumental
resolution) suggest an origin in star-forming H ii regions. We
note that apparent emission near the wavelength of N v in J1621
is a sky line residual and is not a significant feature.

No appropriate features are detected in the spectrum of
A2390_H3, and so we estimate the systemic redshift from low-
ionization absorption lines using the method of Jones et al.
(2012). This gives z = 4.043 ± 0.002 = zIS + 190 km s−1,
with uncertainty dominated by an rms difference ∼125 km s−1

between redshifts derived from absorption lines and that
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Other Sources of Ionising Photons:  
– An Italian Viewpoint  

2 Reionization by AGNs

We explore this intriguing possibility below, assuming a
(ΩM ,ΩΛ,Ωb) = (0.3, 0.7, 0.045) flat cosmology through-
out with H0 = 70 km s−1 Mpc−1.

2. QSO COMOVING EMISSIVITY

Figure 1 shows the inferrred quasar/AGN comoving
emissivity at 1 ryd as a function of redshift. Our mod-
eling is based on a limited number of contemporary,
optically-selected AGN samples (see also Khaire & Sri-
anand 2015 for a similar compilation). All the surveys
cited below provide best-fit luminosity function (LF) pa-
rameters, which are then used to integrate the LF down
to the same relative limiting luminosity, Lmin/L⋆ = 0.01.
Most of these LFs have faint-end slopes > −1.7, which
makes the corresponding volume emissivities rather in-
sensitive to the value of the adopted limiting luminosity.
Schulze et al. (2009) combined the Sloan Digital Sky Sur-
vey (SDSS) and the Hamburg/ESO survey results into
a single z = 0 AGN LF covering 4 orders of magnitude
in luminosity. In the redshift range 0.68 < z < 3.0, the
g-band LF of Palanque-Delabrouille et al. (2013) com-
bines SDSS-III and Multiple Mirror Telescope quasar
data with the 2SLAQ sample of Croom et al. (2009).
The 1 < z < 4 AGN LF by Bongiorno et al. (2007)
again merges SDSS data at the bright end with a faint
AGN sample from the VIMOS-VLT Deep Survey. The
high-redshift quasar LF in the Cosmic Evolution Survey
(COSMOS) in the bins 3.1 < z < 3.5 and 3.5 < z < 5 has
been investigated by Masters et al. (2012), who find a de-
crease in the space density of faint quasars by roughly a
factor of four from redshift 3 to 4. A significantly higher
number of faint AGNs at z ∼ 4 is found by Glikman
et al. (2011) in the NOAO Deep Wide-Field Survey and
the Deep Lens Survey, and by Giallongo et al. (2015)
at z = 4 − 6 in the CANDELS GOODS-South field. A
novel detection criterion is adopted in Giallongo et al.
(2015), whereby high-redshift galaxies are first selected
in the NIR H band using photometric redshifts, and be-
come AGN candidates if detected in X-rays by Chandra.
AGN candidates are found to have X-ray luminosities
and rest-frame UV/X-ray luminosity ratios that are typ-
ical of Seyfert-like and brighter active nuclei. If correct,
these claims suggest that AGNs may be a more signif-
icant contributor to the ionizing background radiation
than previously estimated.
We have converted the integrated optical emis-

sivity inferred from these studies, ϵλ (in units of
erg s−1Mpc−3 Hz−1), into a 1 ryd emissivity, ϵ912, us-
ing a power-law spectral energy distribution, ϵ912 =
ϵλ(λ/912)−αuv f̄esc, with αuv = 0.61 following Lusso et
al. (2015). We assume an escape fraction of hydrogen-
ionizing radiation f̄esc = 1. To assess whether a faint
AGN population can dominate the cosmic reionization
process under reasonable physical assumptions, we adopt
in the following an AGN comoving emissivity of the form

log ϵ912(z) = 25.15e−0.0026z − 1.5e−1.3z, (1)

for z < zQSO, and zero otherwise. Despite the significant
scatter in the data points, this function fits reasonably
well the z = 0, z < 2.5, and 4 < z < 5 emissivities from
Schulze et al. (2009), Bongiorno et al. (2007), and Gial-
longo et al. (2015), respectively. Note that this emissivity
does not drop at high redshift like, e.g., the LyC emissiv-

ity of luminous quasars inferred by Hopkins et al. (2007)
(see Fig. 1). It is also higher compared to previous es-
timates at low redshift, a fact that could contribute to
solve the “photon underproduction crisis” of Kollmeier
et al. (2014) (see also Khaire & Srianand 2015).

Fig. 1.— The AGN comoving ionizing emissivity inferred from
Schulze et al. (2009) (cyan pentagon), Palanque-Delabrouille et al.
(2013) (orange triangles), Bongiorno et al. (2007) (magenta circles),
Masters et al. (2012) (red pentagons), Glikman et al. (2011) (blue
square), and Giallongo et al. (2015) (green squares). The solid
curve shows the functional form given in Equation (1). The LyC
AGN emissivity of Hopkins et al. (2007) is shown for comparison
(dotted line). See text for details.

3. REIONIZATION HISTORY

Reionization is achieved when ionizing sources have ra-
diated at least one LyC photon per atom, and the rate of
LyC photon production is sufficient to balance radiative
recombinations. Specifically, the time-dependent ioniza-
tion state of the IGM can be modeled semi-analytically
by integrating the “reionization equations” (Madau et al.
1999; Shapiro & Giroux 1987)

dQHII

dt
=

ṅion,H

⟨nH⟩
−

QHII

trec,H
(2)

dQHeIII

dt
=

ṅion,He

⟨nHe⟩
−

QHeIII

trec,He
(3)

for the volume fractions Q of ionized hydrogen and
doubly-ionized helium. Here, the angle brackets denote
a volume average, gas densities are expressed in comov-
ing units, trec is a characteristic recombination timescale,
and ṅion =

∫

dν(ϵν/hν) is the injection rate density of
ionizing radiation, i.e. photons between 1 and 4 ryd in
the case of H I (ṅion,H) and above 4 ryd for He II (ṅion,He).
We do not explicitly follow the transition from neutral
to singly-ionized helium, as this occurs nearly simultane-
ously to and cannot be readily decoupled from the reion-
ization of hydrogen.

Giallongo et al (2015), Madau & Hardt(2015) 

E. Giallongo et al.: Faint AGNs at z > 4 in the CANDELS GOODS-S field
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Fig. 4. UV 1450 Å AGN luminosity functions in various redshift bins. Different symbols represent different surveys as
explained in the figure box. Open squares in the highest redshift interval (bottom panel) represent LF bins derived from
AGN candidates with more uncertain photometric redshifts (see Section 6.1)

is not sensitive to slope changes of ∼ 0.2. Finally, correction
factors to volume densities typically of the order of 10-20%
have been applied to volume densities after taking into ac-
count spatial fluctuations in the X-ray flux limits for each
position of the X-ray detection.

Given the very poor statistics we only evaluated the
Poisson contribution to the errors in each LF bin adopting
the recipe by Gehrels (1986) valid also for small numbers.
In this respect the errors shown in the figure represent lower
limits respect to the true values. Indeed for example cosmic
variance can play a significant role in the present deep pen-
cil beam survey increasing the uncertainties in the derived
volume densities.

The resulting luminosity functions are shown in figure
4 and table 3 for M1450 ≤ −18.5 where the width and posi-
tion of the bins have been selected to allow where possible
a homogeneous statistics among the bins. It is clear that
our faint AGN candidates are sampling the faint end of the
AGN UV luminosity function in the absolute magnitude
range −18.5 ! M1450 ! −22.5 and with densities at the

faint end between 10−5 " φ " 10−4 Mpc−3 mag−1. Thus
the presence of even few faint high z AGN candidates in
the GOODS-S field changes appreciably the abundance of
the AGN population at z = 4 − 6.5 and its cosmological
significance especially in the context of the cosmic reion-
ization.

In fact to provide a first estimate of the total AGN
emissivity at z ≥ 4 a shape of the luminosity function
has been derived in each redshift bin connecting the vol-
ume densities estimated from our sample with that of the
brightest high z SLOAN QSO sample where selection ef-
fects respect to the morphological appearance and X-ray
properties are thought to be small. In other words, no X-ray
QSOs with strong absorption in the rest-frame optical/UV
are expected at the brightest magnitudes where the Sloan
sample should be representative of the overall AGN pop-
ulation. We adopted a double power-law shape to connect
the two samples in each redshift bin of the type

φ =
φ∗

100.4(Mbreak−M)(β−1) + 100.4(Mbreak−M)(γ−1)
(2)
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Recent	es0mates	of	number	of	faint	AGN	and,	assuming	fesc=1,	implies	a	significant	
contribu0on	to	reionizing	photons	from	non-thermal	sources.	
Key	issue	is	whether	all	UV	light	is	non-thermal?	



Summary 

•  Analysis of Planck CMB data has led to a significant revision of when 
reionisation occurred. Now imagine it began at z~10-12 and ended at z~6 
increasing the likelihood that galaxies played a significant role in the process 

•  Until recently, the sharply-declining fraction of HST-selected galaxies with z > 7 
showing the Lyman alpha emission line confirmed reionization ended at z~6 
given it is hard to see in the neutral era. 

•  However, a new “population” (ok..4/4 sources) of luminous [O III] emitting 
galaxies at z>7.5 are now found with detectable Lyman alpha? Are these a 
distinct early population with more efficient and harder ionizing spectra?  

•  Tracking UV metal lines will help quantify the radiation field and see if it comes 
from unusually hot stars or AGN? 

•  Spectroscopy holds the key to resolving the two outstanding questions relating 
to the role of galaxies in cosmic reionization. All key lines are within reach of 
JWST and ground-based telescopes for most of the reionization era 
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