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Fig. 14.— The relative normalization φ∗ of the UV LF at var-
ious redshifts based on sources from the CANDELS-GN (open
red circles), CANDELS-GS (open blue squares), CANDELS-UDS
(open green triangles), CANDELS-COSMOS (magenta crosses),
CANDELS-EGS (open black pentagons), and BoRG/HIPPIES
(solid cyan square) fields versus redshift (§4.6). In deriving the
relative normalization φ∗ of the LF from the individual CANDELS
fields, we fix the characteristic magnitude M∗ and faint-end slope
α to the value derived based on our entire search area and fit for
φ∗. The plotted 1σ uncertainty estimates are calculated assuming
Poissonian uncertainties based on the number of sources in each
field and allowing for small (∼10%) systematic errors in the cal-
culated selection volumes field-to-field. Specific search fields show
a significantly higher surface density of candidate galaxies at spe-
cific redshifts than other search fields (e.g., the CANDELS-EGS
and CANDELS-GN fields show a higher surface density of z ∼ 7
candidates than the CANDELS-GS or CANDELS-UDS fields).

Fig. 15.— SWML determinations of the UV LFs at z ∼ 10
(magenta points and 1σ upper limits) compared to those at lower
redshifts (see caption to Figure 6). Also shown are our Schechter
fits to the z ∼ 10 LF (magenta line: see §4.6). The dotted magenta
line shows the LF we would expect extrapolating the z ∼ 4-8 LF
results to z ∼ 10 using the fitting formula we derive in §5.1. We
note a deficit of fainter (MUV,AB ! −19.5) z ∼ 10 candidates
relative to the predictions from the fitting formula we present in
§5.1, in agreement with the earlier findings of Oesch et al. (2012a)
and Oesch et al. (2013a).

set interesting constraints on the amplitude of the field-
to-field variations themselves. For simplicity, we assume
that we can capture all variations in the LF through a
change in its normalization φ∗, keeping the characteris-
tic magnitude M∗ and faint-end slope α for galaxies at
a given redshift fixed. The best-fit values for φ∗ we de-
rive for sources in each field relative to that found for all
fields is shown in Figure 14 for sources in all five samples
considered here. Bouwens et al. (2007) previously at-
tempted to quantify the differences in surface densities of
z ∼ 4, z ∼ 5, and z ∼ 6 sources over GOODS North and
GOODS South (see also Bouwens et al. 2006 and Oesch
et al. 2007). Uncertainties on the value of φ∗ in a field rel-
ative to the average of all search fields is calculated based
on the number of sources in each field assuming Poisso-
nian uncertainties, allowing for small (∼10%) systematic
errors in the calculated selection volumes field-to-field.
While the volume density of high-redshift candidates

in most wide-area fields does not differ greatly (typically
varying "20% field-to-field), there are still sizeable dif-
ferences present for select samples field-to-field. One of
the largest deviations from the cosmic average occurs
for z ∼ 7 galaxies over the EGS field where the volume
density appears to be almost double what it is over the
CANDELS-GS, COSMOS, or UDS fields, for example.
The CANDELS-GN also shows a similar excess at z ∼ 7
relative to these other fields (see also Finkelstein et al.
2013). The relative surface density of z ∼ 4, z ∼ 5, and
z ∼ 6 candidates over the CANDELS-GN and GS fields
are similar to what Bouwens et al. (2007) found previ-
ously (see Table B1 from that work), with the GS field
showing a slight excess in z ∼ 4 and z ∼ 6 candidates
relative to GN and the GN field showing an excess of
z ∼ 5 candidates.
Generally however, the observed field-to-field varia-

tions are well within the expected∼20% variations in vol-
ume densities for the large volumes probed in the present
high-redshift samples.

4.6. z ∼ 10 LF Results

We also took advantage of our large search areas to
set constraints on the UV LF at z ∼ 10. Only a small
number of z ∼ 10 candidates were found, but they still
provide, along with the upper limits, a valuable addi-
tion to the z ∼ 4-8. In doing so, we slightly update the
recent LF results of Oesch et al. (2014) to consider the
additional search area provided by the CANDELS-UDS,
CANDELS-COSMOS, and CANDELS-EGS fields.
Due to the fact that the majority of our search fields

contain zero z ∼ 10 candidates, we cannot use the bulk of
the present fields to constrain the shape of the LF, mak-
ing the SWML and STY fitting techniques less appropri-
ate. In such cases, it can be useful to simply derive the
UV LF assuming that the source counts are Poissonian-
distributed (given that field-to-field variations will be
smaller than the very large Poissonian uncertainties).
One then maximizes the likelihood of both the stepwise
and model LFs by comparing the observed surface den-
sity of z ∼ 10 candidates with the expected surface den-
sity of z ∼ 10 galaxies in the same way as we have done
before (e.g., Bouwens et al. 2008).
Figure 15 shows the constraints we derive on the step-

wise LF at z ∼ 10 based on the present searches (the
z ∼ 10 results are also provided in Table 5). A 1-mag
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Figure 9. Redshift evolution of the cosmic star-formation rate density (SFRD)
ρ̇∗ above a star-formation limit >0.7 M⊙ yr−1 including the new GOODS
z ∼ 10 galaxy candidates. The lower redshift SFRD estimates are based on
LBG UV LFs from Bouwens et al. (2007, 2012b) including dust corrections.
The gray band represents their 1σ uncertainty. The new measurement from
the five detected candidates in the combined CANDELS GOODS-N/S and the
HUDF09/12/XDF data set is shown as the dark red square. The individual
SFRD with error bars were computed from the UV LD of the individually
detected sources. Open diamonds connected with a vertical line represent the
SFRDs as estimated based on integrating the best-fit UV LFs down to the
corresponding luminosity limit of MUV = −17.7 (see Table 4). The upper
diamond represents M∗ evolution, and the lower diamond is derived from
φ∗ evolution. These estimates are offset to z = 10.25 for clarity. Previous
measurements of the SFRD at z > 8 are shown from a combination of HUDF09/
12+GOODS-S (pale red; Oesch et al. 2013a) as well as from CLASH cluster
detections (blue triangles; Bouwens et al. 2012a; Coe et al. 2013; Zheng et al.
2012). Additionally, we also show the results of the HUDF12 field only from
Ellis et al. (2013; green circles). We corrected down their z ∼ 10 point by a factor
2× to account for our removal of a source that was shown to be a diffraction
spike (see Oesch et al. 2013a). When combining all the measurements of the
SFRD at z ! 8 from different fields we find log ρ̇∗ ∝ (1 + z)−10.9±2.5 (black
solid line), significantly steeper than the lower redshift trends which only fall
off as (1 + z)−3.6 (gray line). The current data at z > 8 show that the cosmic
SFRD is very likely to increase dramatically, by roughly an order of magnitude,
in the 170 Myr from z ∼ 10 to z ∼ 8.
(A color version of this figure is available in the online journal.)

function.14 Since the HUDF12/XDF data reaches down to
MUV = −17.7 mag, the derived SFRD is limited at SFR >
0.7 M⊙ yr−1. For the z > 8 points, we did not perform any
dust correction, because it is expected to be negligible based on
the evolution of the UV continuum slope distribution at lower
redshift (e.g., Bouwens et al. 2012c, 2013b; Dunlop et al. 2013;
Finkelstein et al. 2012; Wilkins et al. 2011).

The direct SFRD from the five observed candidates is
log10 ρ̇∗ = −3.25 ± 0.35 M⊙ yr−1 Mpc−3. As can be seen
from the summary in Table 4, this is a factor 0.45 dex
higher compared to our previous estimate using only the one
HUDF12/XDF candidate. However, it remains quite consistent
with our previous estimate that a very large change occurs in the
SFRD in the 170 Myr from z ∼ 10 to z ∼ 8. With the new data,
the build-up remains strong at 1.05 ± 0.38 dex from z ∼ 10 to
z ∼ 8, i.e., by an order of magnitude.

Together with the direct SFRD as measured from the five
detected sources in the XDF and GOODS-N+S, Figure 9 also
shows the SFR densities of the two best-fit UV LFs we derived
in the previous section (for a summary see also Table 4). In
particular, the best-fit M∗ evolution results in a significantly
higher SFRD, essentially equal to the current z ∼ 9 estimates.

14 SFR(M⊙ yr−1) = 1.4 × 10−28 L1500 (erg s−1 Hz−1) (Kennicutt 1998).
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Figure 10. A comparison of the observed SFRD evolution (limited at >0.7 M⊙/
yr) with model predictions. Here we combined all the measurements from our
analysis with the CLASH results (Bouwens et al. 2012a; Coe et al. 2013; Zheng
et al. 2012) at z ∼ 9 and z ∼ 10 (dark red squares). The lower redshift
points (dark blue) are the same as in the previous figure. The model curves
are based on semi-analytical/empirical modeling (Trenti et al. 2010; Lacey
et al. 2011; Tacchella et al. 2013) and on SPH simulations (Finlator et al.
2011; Jaacks et al. 2013). The simulation curves were converted from UV
luminosity densities and corrected for dust extinction by the same amount as
the observational measurements (where necessary). All of these models predict
a significant downturn in the observed SFRD at z ∼ 8, consistent with the
observations.
(A color version of this figure is available in the online journal.)

However, we stress again that M∗ evolution should have resulted
in nine detected z ∼ 10 candidates in our search fields and
should therefore be considered an upper limit.

Combining our updated SFRD estimate with previous analy-
ses from different data sets in the literature at z > 9 (Bouwens
et al. 2012a; Coe et al. 2013; Zheng et al. 2012), the new
best-fit evolution of the cosmic SFRD at z ! 8 is log ρ̇∗ ∝
(1 +z)10.9±2.5, which is almost unchanged from our previous de-
termination without the new luminous sources in GOODS-N and
GOODS-S ((1+z)11.4±3.1; Oesch et al. 2013b). The small change
is mostly due to the fact that our new, combined SFRD mea-
surement from all the CANDELS-Deep and HUDF09/XDF
data almost exactly falls on the previously estimated trend and
that the LF is so steep that the integrated flux is dominated still
by the lower luminosity sources.

As we show in Figure 10, the rapid decline at z > 8 is not
completely unexpected. It seems to be a very generic prediction
of a wide range of theoretical models, which reproduce the
UV LF evolution across z ∼ 4–7. These models include semi-
empirical estimates of the SFRD evolution (Trenti et al. 2010;
Tacchella et al. 2013), semi-analytical models (Lacey et al.
2011), as well as hydrodynamic simulations (Finlator et al. 2011;
Salvaterra et al. 2011; Dayal et al. 2013; Jaacks et al. 2013).
Given that these models all use very different prescriptions and
techniques, it is likely that this rapid decline is mostly driven by
the underlying evolution of the dark matter halo mass function,
which is also evolving very rapidly at z > 8.

5. ROBUST REST-FRAME OPTICAL DETECTIONS OF
z ∼ 10 GALAXIES: NEBULAR EMISSION LINES AND

STELLAR MASSES

The most important result from our IRAC analysis in the
previous sections is that for all three sources in GOODS-N
for which the neighbor subtraction was successful, we detect
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Fig. 5.— The MCMC draws (black dots) from inferring the lu-
minosity function parameters ↵ and M? based on candidate z ⇠ 8
LBG samples. Here L? has been converted to absolute magnitude
M? to ease comparison with the literature. From top to bottom
results from the BoRG13 5� sample, the BoRG13 8� sample, both
including the Bouwens et al. (2011) faint HUDF/ERS z ⇠ 8 LBG
sample, and the Bouwens et al. (2011) sample only is shown. The
latter clearly illustrates the degeneracy between ↵ and M?. Adding
the bright BoRG Y-band dropouts greatly improve the ↵ and M?

estimates. The best-fit BoRG13 values (small red dots) agree well
with the sample of literature luminosity functions presented in Ta-
ble 3. Contours show 68.2% and 95.4% (1� and 2�) confidence
intervals.
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Fig. 6.— The BoRG13 luminosity function (black solid line)
corresponding to the median values of the MCMC samples shown
in Figure 5 for the BoRG13 5� sample and the BoRG13 8� sample
both including the Bouwens et al. (2011) faint HUDF/ERS z ⇠ 8
LBG sample are shown in the two top panels. The dotted lines
indicate the ranges the BoRG13 5� sample and the HUDF/ERS
Bouwens et al. (2011) sample span. Each luminosity function is
compared to a sample of luminosity functions from the literature
(see Table 3). The binned data from BoRG12 (Bradley et al. 2012)
and HUDF/ERS (Bouwens et al. 2011) are shown for reference as
the blue and red symbols, respectively. We emphasize that we are
not fitting to these binned data. We take advantage of the full in-
formation of the data sets by using the full unbind BoRG13 data.
In the bottom panel the resulting luminosity function using only
the faint HUDF/ERS Bouwens et al. (2011) sample is shown. The
gray shaded regions in all three panels show the 68% confidence
intervals of the MCMC draws. The BoRG13 Schechter luminos-
ity functions are seen to agree well with the literature luminosity
functions.
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Fig. 9.— Comparisons between the present SWML (red solid circles and 1σ upper limits) and STY (red solid lines) LF determinations at
z ∼ 4, z ∼ 5, z ∼ 6, z ∼ 7, z ∼ 8, and z ∼ 10 and previous determinations of the UV LF at these redshifts in the literature (see Appendices
F.1-F.5). For comparison with the present z ∼ 4-10 results, we also include the results of Steidel et al. (1999: solid blue circles) at z ∼ 4,
Bouwens et al. (2007: open red circles) at z ∼ 4-6, McLure et al. (2009: open blue circles) at z ∼ 5-6, van der Burg et al. (2010: black
crosses) at z ∼ 4-5, Iwata et al. (2007: open green squares) at z ∼ 5, Bouwens et al. (2012a: dotted red line) at z ∼ 6, Willott et al. (2013:
solid blue circles) at z ∼ 6, Bowler et al. (2015: open green squares) at z ∼ 6, Bouwens et al. (2008: black crosses) at z ∼ 7, McLure et al.
(2010: blue squares) at z ∼ 7-8, Oesch et al. (2010: solid magenta circles) at z ∼ 7, Castellano et al. (2010: green squares) at z ∼ 7, Ouchi
et al. (2009: gray squares and limits [best estimates] and gray open triangles [before contamination correction]) at z ∼ 7, and Bouwens
et al. (2010b: open red squares) at z ∼ 7, Bowler et al. (2014: green cross) at z ∼ 7, Bouwens et al. (2011: open red circles) at z ∼ 7-8,
Schenker et al. (2013: open green circles and upper limits) at z ∼ 7-8, and McLure et al. (2013: open blue circles) at z ∼ 7-8, Oesch et al.
(2012b: open black circles and limits) at z ∼ 8, and Bradley et al. (2012: black crosses) at z ∼ 8, and Oesch et al. (2014: black crosses
and limits) at z ∼ 10. All limits are 1σ. The brightest point in the z ∼ 6 LF by Willott et al. (2013) has also been replaced by the Bowler
et al. (2014) re-estimate. Overall, the present LFs are in broad agreement with previous determinations, except at the bright end of the
z ∼ 6-7 LFs. New results from Bowler et al. (2015), however, are in better agreement with our z ∼ 6 LF.
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FIG. 10.— The rest-frame UV luminosity functions for our z = 4–8 galaxy samples. The large red circles denote our step-wise maximum likelihood luminosity
function, while the solid red line denotes our best-fitting Schechter function, with the best-fit values given by the inset text. We do not make use of our data below
the determined 50% completeness level in each field. As the HUDF is our deepest field, the magnitude of our last data point denotes the 50% completeness limit
in the HUDF. The dashed line shows the best-fit single power law. We also show several luminosity functions from the literature as indicated in the legends.

density could result in a (slightly) lower completeness. This is
just what is observed in these fields, as shown in Figures 7 and
8. To account for this uncertainty, we measured the spread
in volume per unit area in each field at M1500 = −21 at each
redshift, which we found to be ∼1.5%, 3.8%, 6.2%, 7.8%
and 13% at z = 4, 5, 6, 7 and 8, respectively. At each step
in the MCMC chain, we perturbed the effective volume by
this amount to account for this systematic uncertainty in our

luminosity function results.

5.2. Non-Parametric Approach
We have also examined a non-parametric approach to

studying evolution in the luminosity function. This is par-
ticularly warranted at very high redshift, where the effects
responsible for suppressing the bright-end of the luminosity
function and causing the exponential decline in number den-

The bright end of the galaxy LF at z ≃ 7 2831

We find no radio or X-ray counterparts for any of the galaxies
within our sample, when comparing to the publicly available cata-
logues within each field derived from the data sets described above.
We also perform a stack of the objects in the VLA-COSMOS imag-
ing and again find no detection to a limit of ∼12 µ Jy per beam.
The average quasar SEDs from Shang et al. (2011) suggest that
if one of our candidates was a typical radio-loud quasar, it would
just be detectable in the X-ray and radio imaging (see fig. 6 of
Ouchi et al. 2009a). Furthermore, a bright radio-loud quasar such
as J1429+5447 at z = 6.21 (Willott et al. 2010; Frey et al. 2011),
would be detected at high significance in the available radio data.
Therefore, although a non-detection in the radio and X-ray for the
objects in our sample rules out the possibility that the majority of the
objects have strong active nuclei, our sample could still contain ≃1
radio-quiet quasar. For comparison, the z = 7.1 quasar discovered
by Mortlock et al. (2011), which is substantially brighter than our
LBGs with MUV = −26.6, has been detected in the X-ray by Page
et al. (2014) and Moretti et al. (2014) with fluxes of 5.7 ± 1.2 ×
10−16 erg/s/cm2 and 9.3+1.6

−1.1 × 10−16 erg/s/cm2, respectively in the
0.5–2.0 keV channel, but not in the radio with a 3σ upper limit of
23.1 µJy per beam (Momjian et al. 2013).

9 A STRO PHYSICAL IMPLICATIONS

As discussed in the introduction to this paper, the Schechter func-
tional form, with its steep exponential decline at high luminos-
ity/mass, provides a good description of the galaxy LF and MF
observed at low redshift (Montero-Dorta & Prada 2009). Moreover,
recent work extending the study of the galaxy luminosity and stel-
lar MF out to higher redshift, indicate that a Schechter function (or
double Schechter function) still provides a good description of the
data out to at least z ≃ 3 (Ilbert et al. 2013; Muzzin et al. 2013).
However, the results we have presented here suggest that this may
not be the case at z ≃ 7.

It is thus worth briefly considering whether our derived z = 7
galaxy LF is physically reasonable, and what the inability of a
Schechter function to reproduce the bright end of the LF might
mean. As already discussed in Section 7, and shown in Fig. 7, one
way to describe the apparent lack of a steep exponential decline at
the bright end is to parametrize the LF as a DPL fit, which well
describes the full range of available data at z ≃ 7. However, the
physical meaning of such a DPL is unclear, and moreover it is
important to check that the number density of bright z ≃ 7 galaxies
inferred from our study is not physically unreasonable given the
expected number density of appropriate dark matter haloes expected
to exist at these early times.

We therefore conclude by showing, in Fig. 10, a comparison of
the z ≃ 7 "CDM dark matter halo MF, scaled via a constant mass-
to-light ratio, with our new observational determination of the z ≃
7 galaxy LF. We produced the halo MF using the code provided by
Reed et al. (2007) using our chosen cosmology and σ 8 = 0.9, but
the basic results are not strongly influenced by the precise choice
of code or parameters within current uncertainties. We then simply
scaled the halo MF into a UV LF using a constant mass-to-light
ratio, set by assuming that a galaxy with M1500 = −22.4 has a
stellar mass of M∗ ≃ 1010 M⊙ (as supported by our data) and a
dark matter halo mass to stellar mass ratio of 30 (e.g. Behroozi,
Wechsler & Conroy 2013). As can be seen from Fig. 10, the result
is a predicted LF which, without any additional shifting or fitting,
does an excellent job of reproducing our new z ≃ 7 LF from the
previously inferred break luminosity at M1500 ≃ −20 out to our
brightest luminosity bin. Interestingly, over this range, it is evidently

Figure 10. The z = 7 UV (∼1500 Å) LF showing a scaled "CDM halo
MF as described in the text (solid black line). The results from our sample
of galaxies from the UltraVISTA DR2 and UDS fields are shown as the red
filled circles. Data points from other studies are as described in the caption
for Fig. 7. The best-fitting Schechter function at z = 7 from McLure et al.
(2013) is plotted as the dotted black line, and the best-fitting DPL to our data
points and those from McLure et al. (2013) is shown as the dashed line. The
1σ confidence limit on the Schechter function parameters (M⋆, φ⋆ and α) is
shown as the grey shaded region. We highlight the quenching mass derived
by Peng et al. (2010) with an arrow, after converting to a UV luminosity
using the typical mass-to-light ratio displayed by our sample.

indistinguishable from our DPL fit, confirming that it provides an
excellent representation of the data. It is significantly shallower
than the exponential decline shown by the pre-existing Schechter
function fit, and only starts to deviate from the bright-end power
law at very bright magnitudes (thus suggesting that extrapolation of
the DPL brightward of M1500 ≃ −23 will overpredict the number of
extremely bright galaxies to be found in future wider area surveys).

This interesting result has a number of potentially important im-
plications. First, it confirms that the number density of bright galax-
ies revealed in this study is not unreasonable. Neither is the inferred
bright-end slope, as this essentially parallels the decline in the num-
ber density of appropriate-mass dark matter haloes. Secondly, it
suggests that while the process (e.g. supervovae feedback) which
limits star formation in faint galaxies appears to be in operation
at these early times (as evidenced from the difference between the
slope of the halo MF and the UV LF at faint magnitudes), the mech-
anism that limits high-mass galaxy growth may have yet to impact
on the form of the LF at z ≃ 7, at least over the luminosity/mass
range probed here. Perhaps this is because AGN have yet to grow to
the masses and hence luminosities required to eject gas available for
future star formation, and certainly there is little evidence for AGN
within our galaxy sample (see Section 8). However, without over
speculating we can at least say that, whatever the physical mecha-
nism which ultimately limits the masses of star-forming galaxies,
our results are certainly consistent with the redshift invariant ‘mass
quenching’ argument proposed by Peng et al. (2010). Since the
estimated masses of our brightest galaxies have only just reached
a mass comparable to the proposed critical ‘quenching mass’ of
M∗ = 1010.2 M⊙, it is perhaps to be expected that the quenching
of star formation activity in galaxies which causes them to leave

MNRAS 440, 2810–2842 (2014)
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F.1-F.5). For comparison with the present z ∼ 4-10 results, we also include the results of Steidel et al. (1999: solid blue circles) at z ∼ 4,
Bouwens et al. (2007: open red circles) at z ∼ 4-6, McLure et al. (2009: open blue circles) at z ∼ 5-6, van der Burg et al. (2010: black
crosses) at z ∼ 4-5, Iwata et al. (2007: open green squares) at z ∼ 5, Bouwens et al. (2012a: dotted red line) at z ∼ 6, Willott et al. (2013:
solid blue circles) at z ∼ 6, Bowler et al. (2015: open green squares) at z ∼ 6, Bouwens et al. (2008: black crosses) at z ∼ 7, McLure et al.
(2010: blue squares) at z ∼ 7-8, Oesch et al. (2010: solid magenta circles) at z ∼ 7, Castellano et al. (2010: green squares) at z ∼ 7, Ouchi
et al. (2009: gray squares and limits [best estimates] and gray open triangles [before contamination correction]) at z ∼ 7, and Bouwens
et al. (2010b: open red squares) at z ∼ 7, Bowler et al. (2014: green cross) at z ∼ 7, Bouwens et al. (2011: open red circles) at z ∼ 7-8,
Schenker et al. (2013: open green circles and upper limits) at z ∼ 7-8, and McLure et al. (2013: open blue circles) at z ∼ 7-8, Oesch et al.
(2012b: open black circles and limits) at z ∼ 8, and Bradley et al. (2012: black crosses) at z ∼ 8, and Oesch et al. (2014: black crosses
and limits) at z ∼ 10. All limits are 1σ. The brightest point in the z ∼ 6 LF by Willott et al. (2013) has also been replaced by the Bowler
et al. (2014) re-estimate. Overall, the present LFs are in broad agreement with previous determinations, except at the bright end of the
z ∼ 6-7 LFs. New results from Bowler et al. (2015), however, are in better agreement with our z ∼ 6 LF.

z~7

Schechter

z~8

Schmidt+2014

Real? Magnification? Contamination? Cosmic Variance? Physics??X 



G r a v i t a t i o n a l  l e n s i n g  i n  b l a n k  f i e l d s  ( m a g n i f i c a t i o n  b i a s )  d i s t o r t s  
t h e  b r i g h t  e n d  o f  t h e  l u m i n o s i t y  f u n c t i o n  i n  f l u x - l i m i t e d  s u r v e y s

<— faint         MUV             bright —>

# 
d

en
si

ty
 o

f g
al

ax
ie

s
observed cosmic 
volume reduced 

wrt fixed FoV

galaxies magnified

Intrinsic 
Observed

Turner+1984, Wyithe+2001,2011



B a y e s i a n  a p p r o a c h  t o  a c c o u n t  f o r  m a g n i f i c a t i o n  b i a s   
-  i t  i s  n o t  s i g n i f i c a n t  f o r  c u r r e n t  e s t i m a t i o n s  o f  t h e  L F

�23�22�21�20�19�18�17
Muv

10�7

10�6

10�5

10�4

10�3

10�2
N

um
b
er

/m
ag

/M
p
c3

HUDF/ERS dropouts

BoRG dropouts

z~8  
(BoRG LF, Schmidt+2014

Before MB correction (observed)  
After MB correction (intrinsic)

<— faint                                 bright —>
Mason+2015a



subtracting convergence from redshift slices so that the mean
convergence along all LOS in the catalogs to a given redshift
equals zero, and the mean magnification is unity, as they
should be.

Following work by Suyu et al. (2010) and Greene et al.
(2013), we compare LOS in the BoRG fields with simulation
data based on relative density of objects. We define the
overdensity parameter

x =
n

n
(14)i

tot

where ni is the number of objects per unit area in each lightcone
(or real field) and ntot is the total number of objects divided by
the total survey area. Given that the simulation catalogs are
∼500× larger than the total BoRG survey area, we expect them
to give representative results.

We then calculate the number of objects per square
arcsecond brighter than m = 24 in the J-band in each of the
BoRG fields compared to the total number of objects above this
flux limit in the whole survey. Similarly we calculate the
overdensity of objects above the same limit in the simulated
lightcones. Henriques et al. (2012) include mock photometry
based on stellar population synthesis codes by Maraston (2005)
which include J-band magnitudes. As shown in Figure 7, the
distribution of overdensities for the observed data is within the
range of that for simulated data. Finally, to generate
magnification PDFs for a given BoRG field, we combine the
magnifications from all simulation LOS which are within ±2%
in overdensity of the observed value.
In Figure 8 we plot the magnification PDFs for a source at

various redshifts over all LOS. As the source redshift increases,
the peak of the distribution shifts to lower magnification, but
the high-magnification tail becomes more important, such that

Figure 6. The four BoRG dropouts (from top left to bottom right: borg_0436–5259_1233, borg_1301+0000_160, borg_1408+5503 and borg_2155–4411_341)
with significant magnification probabilities, shown in the F125W band with a Gaussian smoothing radius of 1 in 8″ boxes. The solid red lines outline the dropouts with
a 0″. 3 radius. The dashed green lines outline the potential foreground deflectors, with radius corresponding to the Einstein radius of an SIS deflector lensing a source at
z = 8. The candidate strong lens system (borg_0436–5259_1233) is shown in the top left panel, and has an estimated magnification of μ = 2.05 ± 0.52.
Interestingly, borg_1301+0000_160 (top right) is the brightest dropout in the BoRG survey. The parameters for all of these objects are given in Table 2.
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L o t s  o f  q u e s t i o n s …

• What is driving the evolution of the LF? 

• Why does the luminosity density drop at z>8? 

• What’s happening at the bright end of the LF? 

• Are there enough faint galaxies at z>6 to reionize the universe? 

• Can we make reasonable predictions for LFs  
at high z when growth is rapid? 

• What will JWST see?



What drives evolution in the LF?

h a l o  m a s s  
f u n c t i o n

t

p h y s i c a l  
c o n d i t i o n s  
( f e e d b a c k /

d u s t ) ?
+s t a r  

f o r m a t i o n+



W h a t  i s  t h e  s i m p l e s t  t h e o r e t i c a l  m o d e l   
t o  c o n n e c t  h a l o  g r o w t h  t o  s t a r  f o r m a t i o n ?

SFR(Mh, z) ~ Mh x ε(Mh) x gas accretion rate

halo mass 
from cosmology

assume gas follows DM 
~1 / halo assembly timescale 

from cosmology

SF efficiency ~ M /Mh 
fixed from calibration  

at one redshift

Trenti+2010, Tacchella+2013, Mason+2015b 

• minimal degrees of freedom 
• self-consistency over redshift

very weakly evolving  
(Behroozi+2013)

(Planck ΛCDM + ellipsoidal collapse, 
Sheth+2001 Lacey & Cole 1993)



The galaxy LF before reionization 3

times ti and ti+1 as:

SFR(ti, ti+1, Mh) = Mh ⇥
"(Mh/2i)

2i(ti+1 � ti)
(1)

where we define t0 as the lookback time for a halo ob-
served at redshift zobs and ti>0 = ta(Mh/2i�1, zi�1),
where ta (za) is the halo assembly time (redshift). We
similarly define z0 = zobs and zi>0 = za(Mh/2i�1, zi�1).
We calculate the halo assembly time as defined by Lacey
& Cole (1993) in the extended Press-Schechter formal-
ism (Bond et al. 1991) using an ellipsoidal collapse
model (Sheth et al. 2001; Giocoli et al. 2007). We use the
median of the probability distribution of assembly times
for each halo. While this assumption does not take into
account variations in the luminosity of individual galax-
ies, there is a minimal e↵ect on the global LF from ne-
glecting scatter in halo assembly times, as demonstrated
by Tacchella et al. (2013).

We define the redshift-independent e�ciency of star
formation, "(Mh), as the ratio of the stellar mass formed
during the halo assembly time to the final halo mass.
Thus, to make predictions, we only need to calibrate
"(Mh) at one redshift (see Section 2.3 and Figure 1) and
can use the derived "(Mh) for all further predictions.

Figure 2 shows the star formation history of halos of
fixed final mass Mh = 1011 M� observed at z0 = 2, 6
and 10, calculated using the SFR in Equation (1). As
"(Mh) is redshift independent, these halos will also have
identical stellar masses at their observed redshifts. The
SFR shown in Figure 2 increases in each epoch as the halo
grows from Mh/64 to Mh, because "(Mh) decreases with
decreasing halo mass (for Mh . 1012 M�) more rapidly
than the shortening of the halo assembly times as the
lookback time grows. This behavior of our model is fully
consistent with strong evidence of rising star formation
histories with redshift from both numerical simulations
and observations (Finlator et al. 2011; Papovich et al.
2011; Behroozi et al. 2013b; Lee et al. 2014). Thus the
greatest contribution to the stellar mass is during the
halo assembly time as the halo grows from Mh/2 to Mh.
This figure also illustrates how the short halo assembly
times at high redshift require a considerably higher SFR
to form the same final stellar mass.

We include the contribution from star formation in suc-
cessively smaller halo progenitors by summing the terms
from Equation (1). The sum is truncated when the pro-
genitor halo mass is below the cooling threshold, i.e.
"(Mh⇠< 108M�) = 0.

Thus we can derive the stellar mass as:

M?(Mh) = Mh ⇥
i=1X

i=0

"(Mh/2i)
2i

(2)

which is redshift independent.
To compute the UV luminosity of a halo we populate

every halo with a galaxy with a stellar population based
on the simple stellar population (SSP) models of Bruzual
& Charlot (2003). We assume a Salpeter initial mass
function (IMF) between 0.1M� and 100M�, as low mass
stars do not contribute much to UV luminosity, and con-
stant stellar metallicity Z = 0.02Z�. We neglect redshift
evolution in metallicity as the UV luminosity does not
depend strongly on metallicity. We define `

bc

(t) as the
luminosity at 1500 Å of an SSP of mass 1M� and age t.
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Fig. 1.— The e�ciency of star formation, the ratio of stel-
lar mass formed during the halo assembly time to halo mass, see
Equation (2), derived at the calibration redshift z ⇠ 5, as described
in Section 2.3. The shaded region shows 1� confidence regions.
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Fig. 2.— The star formation history, as described by Equation (1)
in our model, of a halo of fixed mass 1011 M�, if observed at
z0 = 2, z0 = 6 or z0 = 10. We label the halo assembly time for
the z0 = 2 halo and the mass of the halo progenitor at the start of
each constant star formation epoch.

The total UV luminosity of a galaxy observed at redshift
z is obtained by integrating over the SFR (Equation (1))
and SSP luminosity in each epoch of star formation:

L(Mh, z) =
i=1X

i=0

Z ti+1

ti

SFR(ti, ti+1, Mh)`
bc

(t)dt (3)

Where ti are the halo assembly times for the half-mass
progenitors defined above.

2.2. Dust extinction
The observed UV luminosity is significantly attenua-

tion by dust extinction, particularly at z⇠< 4. Thus, we
include dust extinction in our model, following closely
the procedure adopted in observations of Lyman-break
galaxies. We assume a spectrum modeled as f� ⇠ �� ,
and extinction A

uv

= 4.43 + 1.99� (Meurer et al. 1999).
Following Trenti et al. (2015) and Tacchella et al. (2013)

C a l i b r a t e  o n c e  a t  z ~ 5  t o  f i n d  S F  e f f i c i e n c y  ε ( M h) ,   
b y  a b u n d a n c e  m a t c h i n g  o b s e r v e d  L F  t o  t h e o r e t i c a l  H M F

peak ~ 1012 M⦿ 
where LF matches HMF, 
SF is most efficient here

We assume ε(Mh) is  
redshift independent 

but SFR is redshift dependent through ta

Mason+2015b
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W e  m o d e l  s t a r  f o r m a t i o n  h i s t o r i e s  a s  a  s e r i e s  o f   
e p o c h s  o f  c o n s t a n t  S F R  a s  h a l o s  g r o w s  i n  m a s s
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rapid at high z
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Smoothly rising SFHs 
(Finlator+2011, 
Papovich+2011; 
Behroozi+2013b;  
Lee+2014) 

100 Myr



• Integrate SFR with Bruzual & Charlot (2003) SSP over their ages 

• Salpeter IMF 0.1 - 100 M  

• Z = 0.02 Z  

• Dust included by Meurer+1999 extinction correction from observed UV β 

• Fit Bouwens+2009,2014 β  
- extrapolate and interpolate over z 
- assume a Gaussian distribution of β at each MUV 

L u m i n o s i t y  f u n c t i o n s  a r e  g e n e r a t e d   
t h r o u g h  s i m p l e  a s s u m p t i o n s
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However, Figure 9 clearly shows that the over-
all evolution trends are unchanged and that the
two calibrations produce LFs which are consis-
tent within one standard deviation both between
themselves and the observed data over 0⇠< z⇠< 10.

The best-fit Schechter (1976) function parameters for
our LFs are shown in Table 1. The best-fit parameters
are in good agreement with observations (Schmidt et al.
2014; Bowler et al. 2015; Oesch et al. 2010; Finkelstein
et al. 2015b; Bouwens et al. 2015b) given the large degen-
eracies in Schechter function parameters. Encouragingly,
we find the evolution of the derived Schechter parame-
ters is in excellent agreement with the observed evolu-
tion (Bouwens et al. 2015b; Bowler et al. 2015): we find
d↵/dz ⇠ �0.1, dM⇤/dz ⇠ 0.1, and d log(�⇤)/dz ⇠ �0.3
between z ⇠ 4 and z ⇠ 8. We find the evolution of ↵
and �⇤ between z ⇠ 8 and z ⇠ 16 to be more dramatic:
d↵/dz ⇠ �0.2, dM⇤/dz ⇠ 0.1, and d log(�⇤)/dz ⇠ �0.5,
consistent with the rapid evolution of ⇠ 1010 M� halos
in the DM HMF at these redshifts.

Figure 10 shows the luminosity density and cosmic
SFR density as a function of redshift. We calculate the
luminosity density by integrating our model LFs down
to a magnitude limit. We choose two fiducial limits of
Mlim = �17 (just fainter than current observational lim-
its) and Mlim = �12 (the theoretical mass limit for ha-
los to cool). We calculate the SFR density, ⇢̇? using
the empirical relation from Madau et al. (1998) where
SFR[M�/yr] = 8.0 ⇥ 1027L[ergs/s/Hz] at 1500 Å. We
plot the densities and observations from Bouwens et al.
(2015b) both with and without dust correction. At z  8
the observations are consistent with both magnitude lim-
its, however the observations at z ⇠ 10 suggests a sig-
nificant steepening of the relation at high redshift, as
do results from numerical simulations (Genel et al. 2014,
though with large uncertainty), which is consistent with
our model with Mlim = �17. The sample at z ⇠ 10 is
limited however; more observational data at z > 8 are
needed to confirm this result.

3.3. Forecasts for JWST and WFIRST
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Fig. 7.— Predicted UV LFs at low (upper) and intermediate
(lower) redshift. We show the LFs using the calibration (see
Section 2.3) at z ⇠ 5 from Bouwens et al. (2015b), with
Planck 2015 cosmology (Planck Collaboration et al. 2015),
with Planck 2015 cosmology (Planck Collaboration et al.
2015). Points show the binned UV LFs and upper limits
from Arnouts et al. (2005); Alavi et al. (2014); Oesch et al.
(2010); Bouwens et al. (2015b); Finkelstein et al. (2015b);
Bowler et al. (2015). Shaded regions show the 1� confidence
range.

TABLE 1

Best-fit Schechter parameters for model LFs

Redshift ↵ M⇤ log(�⇤[mag�1Mpc�3])
z ⇠ 0 �1.68± 0.09 �19.9± 0.1 �2.97�0.07

+0.08

z ⇠ 2 �1.46± 0.09 �20.3± 0.1 �2.52�0.07
+0.09

z ⇠ 4 �1.64± 0.11 �21.2± 0.2 �2.93�0.13
+0.19

z ⇠ 5 �1.75± 0.13 �21.2± 0.2 �3.12�0.15
+0.24

z ⇠ 6 �1.83± 0.15 �20.9± 0.2 �3.19�0.16
+0.25

z ⇠ 7 �1.95± 0.17 �21.0± 0.2 �3.48�0.18
+0.32

z ⇠ 8 �2.10± 0.20 �21.3± 0.4 �4.03�0.26
+0.72

z ⇠ 9 �2.26± 0.22 �21.2± 0.4 �4.50�0.29
+1.36

z ⇠ 10 �2.47± 0.26 �21.1± 0.5 �5.12± 0.34
z ⇠ 12 �2.74± 0.30 �21.0± 0.5 �5.94± 0.38
z ⇠ 14 �3.11± 0.38 �20.9± 0.5 �7.05± 0.45
z ⇠ 16 �3.51± 0.46 �20.7± 0.6 �8.25± 0.51

Note. – Fit is performed between M
ab

= �17.5 and
M

ab

= �22.5

We use our model to make forecasts for a representative
set of JWST NIRCAM high-redshift dropout surveys us-
ing the 5 near-IR filters. The surveys (properties sum-
marized in Table 2) include an ultra-deep (UD) survey
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Fig. 8.— Predicted UV LFs at high redshift. We show
the LFs using the calibration (see Section 2.3) at z ⇠ 5
from Bouwens et al. (2015b), with Planck 2015 cosmol-
ogy (Planck Collaboration et al. 2015). Points show the
binned UV and upper limits LFs from Oesch et al. (2013b,
2014); Finkelstein et al. (2015b); Bouwens et al. (2015b,a).
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the Finkelstein et al. (2015b) LF at z ⇠ 5 (F15, dashed),
compared to our reference calibration using the Bouwens
et al. (2015b) LF at z ⇠ 5 (B15, solid). Shaded regions
show the 1� confidence range, highlighting that within the
uncertainty of the calibrations, the two approaches yield
consistent results.

of 4 pointings (⇠ 40 arcmin2) exposed in 200 hours per
pointing; a medium-deep (MD) survey of 40 pointings
exposed in 20 hours per pointing; and a wide-field (WF)
survey of 400 pointings exposed in 2 hours per pointing.
We assume that the surveys will split the observing time
so as to reach equal depth in all five filters, and estimate
the limiting magnitude for an 8� detection (in a single
filter) using the JWST Exposure Time Calculator. We
also include the e↵ects of gravitational lensing magni-
fication bias from strong lensing in blank fields, which
is expected to distort the brightest end of high-redshift
LFs (Mason et al. 2015; Wyithe et al. 2011).

In Figure 11 we plot the predicted cumulative number
counts for redshifts 8  z  16 and the regions acces-
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Fig. 10.— Luminosity density (⇢L) and cosmic SFR density (⇢̇?)
as functions of redshift, derived by integrating the model UV LFs to
magnitude limits of M

ab

= �17 (green lines) and M
ab

= �12 (pur-
ple lines). The dust corrected SFR densities for the two magnitude
limits are shown as solid lines, dust uncorrected SFR densities are
shown as dashed lines. The observed SFR densities from Bouwens
et al. (2015b) are shown in black (dust corrected) and grey (dust
uncorrected). Shaded regions show the 1� confidence range.

sible to these mock JWST surveys, as well as the re-
gion accessible to WFIRST High-Latitude Survey (HLS,
Spergel et al. 2015). The estimated number of dropouts
are given in Table 2.

Our model predicts a significant drop in number den-
sity from z ⇠ 8 to z ⇠ 10 compared to lower red-
shifts (which is also seen in the observations, Bouwens
et al. 2015b,a). The drop continues to high redshift, thus
we find that no z ⇠ 16 galaxies would be detected in our
mock JWST surveys. To detect 1 galaxy at z ⇠ 16
in our UD survey would require ⇠ 40 pointings (⇠ 400
arcmin2). We find that magnification bias in blank fields
does not significantly a↵ect our model even at the bright-
est observable magnitudes at z > 10. The magnification
bias e↵ect is only noticeable in the exponential part of
the LF, which is within reach only at z 8, but too weak
otherwise for power laws with slope in the range -2 to -3.5
(it is exactly neutral for faint end slope ↵ = �2). Mason
et al. (2015) showed the lensing e↵ect was most signif-
icant for a Schechter function LF at high redshift (see
also Barone-Nugent et al. 2015). Thus we expect that
without significant strong lensing, i.e. using galaxy clus-
ters as cosmic telescopes (e.g. the Hubble Frontier Fields
Yue et al. 2014; Ishigaki et al. 2015; Coe et al. 2015; Atek
et al. 2015), z > 15 is beyond the reach of JWST.

3.4. Implications for reionization
The timeline of cosmic reionization depends on the bal-

ance between the recombination of free electrons with
protons to form neutral hydrogen atoms, and the ion-
ization of hydrogen atoms by Lyman continuum photons
emitted by young stars. The UV luminosity density (and
therefore, SFR density) at a given redshift allows us to
calculate the number of photons available for reioniza-
tion, and is most sensitive to the faint end of the LF. We
can use this to infer the timeline of reionization by calcu-
lating the ionized hydrogen fraction, Q(z), as a function
of redshift given the following time-dependent di↵erential
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Fig. 5.— Stellar mass density (⇢?) obtained by integrating the
stellar mass function derived from our model using Equation (2)
to a stellar mass limit of M? > 108M�. We plot observations
from Pérez-González et al. (2008); Stark et al. (2013); Tomczak
et al. (2014); Grazian et al. (2015).

tion of the HMF and halo assembly times. Dust extinc-
tion (Section 2.2) significantly a↵ects the high mass end
of the relation at low redshift. At z > 10 we see the
high mass end does not evolve much with redshift, moti-
vating the model of Mashian et al. (2015) which uses an
empirical redshift-independent L(Mh). However, there is
significant evolution at lower mass, which comprises the
greatest contribution to the photon budget available to
reionization because of the steep faint-end slope.

The model UV LFs at z  7 and z > 7 are shown
in Figures 7 and 8 respectively. The model is remark-
ably consistent with the observed data (Arnouts et al.
2005; Oesch et al. 2010; Alavi et al. 2014; Bouwens et al.
2015b,a), which is expected due to the success of our
previous implementation of this class of models (Tac-
chella et al. 2013; Trenti et al. 2010, 2015). We find the
model marginally overpredicts the bright end of the LF

at z ⇠ 0.3 and z ⇠ 2 by ⇠ 0.1 dex due to the di�culty
in modeling dust extinction at these redshifts, but the
observations are still within 2� of our model. In par-
ticular, our model predicts a steepening of the faint-end
slope at higher redshifts, consistent with the observed
trend (Bouwens et al. 2015b).

At z > 7, the model describes the most recent observed
data (Bouwens et al. 2015b,a) well, validating our simple
approach. Our model predicts the trend of steepening
faint-end slope to continue at z > 10, and number den-
sities to drop rapidly. With JWST capabilities, except
in an extremely wide-field survey, the UV LF at z > 10
will be observed as a steep power-law function. This is
agreement with the semi-analytic results of Behroozi &
Silk (2014) who find a steepening power law slope at faint
magnitudes and a significant drop in number densities.

The best-fit Schechter (1976) function parameters for
our LFs are shown in Table 1. The best-fit parameters
are in good agreement with observations (Schmidt et al.
2014; Bowler et al. 2014; Oesch et al. 2010; Bouwens
et al. 2015b) given the large degeneracies in Schechter
function parameters. Encouragingly, we find the evo-
lution of the derived Schechter parameters is in excel-
lent agreement with the observed evolution (Bouwens
et al. 2015b; Bowler et al. 2014): we find d↵/dz ⇠ �0.1,
dM⇤/dz ⇠ 0.1, and d log(�⇤)/dz ⇠ �0.3 between z ⇠ 4
and z ⇠ 8. We find the evolution of ↵ and �⇤ between
z ⇠ 8 and z ⇠ 16 to be more dramatic: d↵/dz ⇠ �0.2,
dM⇤/dz ⇠ 0.1, and d log(�⇤)/dz ⇠ �0.5, consistent with
the rapid evolution of ⇠ 1010 M� halos in the DM HMF
at these redshifts.

Figure 9 shows the luminosity density and cosmic SFR
density as a function of redshift. We calculate the lu-
minosity density by integrating our model LFs down
to a magnitude limit. We choose two fiducial limits of
Mlim = �17 (just fainter than current observational lim-
its) and Mlim = �12 (the theoretical mass limit for ha-
los to cool). We calculate the SFR density, ⇢̇? using
the empirical relation from Madau et al. (1998) where
SFR[M�/yr] = 8.0 ⇥ 1027L[ergs/s/Hz] at 1500 Å. We
plot the densities and observations from Bouwens et al.
(2015b) both with and without dust correction. At z  8
the observations are consistent with both magnitude lim-
its, however the observations at z ⇠ 10 suggests a sig-
nificant steepening of the relation at high redshift, as
do results from numerical simulations (Genel et al. 2014,
though with large uncertainty), which is consistent with
our model with Mlim = �17. The sample at z ⇠ 10 is
limited however; more observational data at z > 8 are
needed to confirm this result.

3.3. Forecasts for JWST and WFIRST
We use our model to make forecasts for a representative

set of JWST NIRCAM high-redshift dropout surveys us-
ing the 5 near-IR filters. The surveys (properties sum-
marized in Table 2) include an ultra-deep (UD) survey
of 4 pointings (⇠ 40 arcmin2) exposed in 200 hours per
pointing; a medium-deep (MD) survey of 40 pointings
exposed in 20 hours per pointing; and a wide-field (WF)
survey of 400 pointings exposed in 2 hours per pointing.
We assume that the surveys will split the observing time
so as to reach equal depth in all five filters, and estimate
the limiting magnitude for an 8� detection (in a single
filter) using the JWST Exposure Time Calculator. We

Harikane+2015 
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TABLE 1

Best-fit Schechter parameters for model LFs

Redshift ↵ M⇤ log(�⇤[mag�1Mpc�3])
z ⇠ 0 �1.68± 0.09 �19.9± 0.1 �2.97�0.07

+0.08

z ⇠ 2 �1.46± 0.09 �20.3± 0.1 �2.52�0.07
+0.09

z ⇠ 4 �1.64± 0.11 �21.2± 0.2 �2.93�0.13
+0.19

z ⇠ 5 �1.75± 0.13 �21.2± 0.2 �3.12�0.15
+0.24

z ⇠ 6 �1.83± 0.15 �20.9± 0.2 �3.19�0.16
+0.25

z ⇠ 7 �1.95± 0.17 �21.0± 0.2 �3.48�0.18
+0.32

z ⇠ 8 �2.10± 0.20 �21.3± 0.4 �4.03�0.26
+0.72

z ⇠ 9 �2.26± 0.22 �21.2± 0.4 �4.50�0.29
+1.36

z ⇠ 10 �2.47± 0.26 �21.1± 0.5 �5.12± 0.34
z ⇠ 12 �2.74± 0.30 �21.0± 0.5 �5.94± 0.38
z ⇠ 14 �3.11± 0.38 �20.9± 0.5 �7.05± 0.45
z ⇠ 16 �3.51± 0.46 �20.7± 0.6 �8.25± 0.51

Note. – Fit is performed between M
ab

= �17.5 and
M

ab

= �22.5
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Fig. 10.— Predicted number counts of galaxies brighter than
apparent magnitude m

UV

(rest-frame UV) per square degree for
a range of redshifts based on our model LFs. We plot the cumu-
lative number counts including the boost from gravitational lens-
ing magnification bias (Mason et al. 2015; Wyithe et al. 2011)
as solid lines, and without the magnification bias e↵ect (dashed
lines). We plot the estimated coverage of future surveys as shaded
regions: 3 mock JWST surveys detailed in Section 3.3 and the
WFIRST High-Latitude Survey (Spergel et al. 2015). The calcu-
lated number counts are given in Table 2.

does not significantly a↵ect our model even at the bright-
est observable magnitudes at z > 10. The magnification
bias e↵ect is only noticeable in the exponential part of
the LF, which is within reach only at z 8, but too weak
otherwise for power laws with slope in the range -2 to -3.5
(it is exactly neutral for faint end slope ↵ = �2). Mason
et al. (2015) showed the lensing e↵ect was most signif-
icant for a Schechter function LF at high redshift (see
also Barone-Nugent et al. 2015). Thus we expect that
without significant strong lensing, i.e. using galaxy clus-
ters as cosmic telescopes (e.g. the Hubble Frontier Fields
Yue et al. 2014; Ishigaki et al. 2015; Coe et al. 2015; Atek
et al. 2015), z > 15 is beyond the reach of JWST.

3.4. Implications for reionization
The timeline of cosmic reionization depends on the bal-

ance between the recombination of free electrons with
protons to form neutral hydrogen atoms, and the ion-

ization of hydrogen atoms by Lyman continuum photons
emitted by young stars. The UV luminosity density (and
therefore, SFR density) at a given redshift allows us to
calculate the number of photons available for reioniza-
tion, and is most sensitive to the faint end of the LF. We
can use this to infer the timeline of reionization by calcu-
lating the ionized hydrogen fraction, Q(z), as a function
of redshift given the following time-dependent di↵erential
equation:

Q̇ =
ṅion

hnHi
� Q

trec
(6)

where ṅion is the comoving number density of ionizing
photons, hnHi is the comoving number density of hydro-
gen atoms, and the recombination time of the IGM (Sti-
avelli et al. 2004; Robertson et al. 2015, and references
therein) is:

trec(z) =
⇥
C↵B(T )ne(1 + z)3

⇤�1 (7)
where ↵B(T ) is the case B recombination (i.e. opaque
IGM) coe�cient for hydrogen, ne = (1 + Yp/4Xp)hnHi
is the comoving number density of electrons (assuming
singly ionized He), Xp and Yp are the primordial hy-
drogen and helium abundances respectively, and C =
hn2

Hi/hnHi2 is the “clumping factor” which accounts for
inhomogeneity in the IGM.

The production rate of ionizing photons can be related
to the total UV luminosity density, ⇢L as

ṅion = fesc⇠ion⇢L (8)
where fesc is the average fraction of photons which escape
galaxies to a↵ect the IGM, and ⇠ion is the rate of ioniz-
ing photons per unit UV luminosity, with units Hz/ergs,
which depends on the initial mass function, metallicity,
age and dust content of the stellar populations. There
is an equivalent relation between ṅion and SFR den-
sity (Madau et al. 1999; Shull et al. 2012), which requires
the same stellar population modeling.

All of the parameters involved are di�cult to estimate,
and may evolve with redshift as reionization progresses
and the IGM evolves (Furlanetto & Oh 2005; Shull et al.
2012). In this work, we follow Schmidt et al. (2014) and
use a distribution of parameters. We assume a uniformly
distributed escape fraction, fesc = 0.1� 0.5 (Ouchi et al.
2009), and use a uniform distribution between C = 1� 6
for the clumping factor. Finally we model ⇠ion as a log-
normal distribution with mean log ⇠ion = 25.2 and stan-
dard deviation 0.15 dex. We assume an IGM tempera-
ture of 20, 000 K.

Once the reionization history, Q(z), is known, an im-
portant constraint is to compare the electron scattering
optical depth with that inferred from CMB observations.
The Planck Collaboration et al. (2015) reported a reion-
ization value of ⌧ = 0.066±0.012, consistent with instan-
taneous reionization at z = 8.8+1.2

�1.1. The optical depth
as a function redshift is:

⌧(z) =
Z z

0

�T ne(1 + z0)2Q(z0)
c

H(z0)
dz0 (9)

where c is the speed of light, �T is the Thomson scatter-
ing cross section and H(z) is the Hubble parameter.

Figure 11 shows the reionization history: the ion-
ized hydrogen fraction as a function of redshift, ob-
tained by solving Equation (6) with our model luminos-
ity density, sampling the distributions of input param-
eters. Figure 12 shows the electron scattering optical

Mock JWST survey coverage

Including boost from magnification bias in blank fields  
(Wyithe+2011; Mason+2015a) 

Euclid WS
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Fig. 12.— The fraction of ionized hydrogen as a function of
redshift, obtained by solving Equation (6) with our model lumi-
nosity density. We plot our results from integrating the model
UV LFs to two magnitude limits of M

ab

= �17 (green) and
M

ab

= �12 (purple), with 1� confidence regions as shaded re-
gions. We also plot constraints derived from observations
of: Ly↵ emission from galaxies (open circles, Ouchi et al.
2010; Pentericci et al. 2014; Tilvi et al. 2014; Faisst et al.
2014; Schenker et al. 2014); the Ly↵ forest (filled circles,
Fan et al. 2006); the clustering of Ly↵ emitting galax-
ies (square, Ouchi et al. 2010); GRB spectra damping
wings (diamond, McQuinn et al. 2008); dark gaps in the
Ly↵ forest (upper triangles, McGreer et al. 2015); quasar
near zones (star, Venemans et al. 2015); and quasar spec-
tra damping wings (lower triangle, Schroeder et al. 2013).
We also plot the Planck Collaboration et al. (2015) red-
shift of instantaneous reionization. We note that the con-
version from the Ly↵ escape fraction to the global ionized
hydrogen fraction is uncertain and relies on several model
assumptions (Mesinger et al. 2015).
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Fig. 13.— The electron scattering optical depth, calculated using
Equation (9) from our derived Q(z). We plot our results from
integrating the model UV LFs to two magnitude limits of M

ab

=
�17 (green) and M

ab

= �12 (purple), with 1� confidence regions
as shaded regions. We show the reionization optical depth value
and its 1� confidence levels from Planck Collaboration et al. (2015)
in grey.

photons to fully reionize the universe by z ⇠ 6 to
match observations of the Ly↵ forest (Fan et al.
2006). Both magnitude limits are broadly con-

sistent with a range of constraints from observa-
tions, within the reionization model uncertainty:
UV luminosity densities (Finkelstein et al. 2012)
for observable galaxies; quasar near zones (Ven-
emans et al. 2015); quasar spectra damping
wings (Schroeder et al. 2013); GRB spectra
damping wings (McQuinn et al. 2008); transmis-
sion (Fan et al. 2006) and dark gaps (McGreer
et al. 2015) in the Ly↵ forest; and the clustering
of Ly↵ emitting galaxies (Ouchi et al. 2010).

Qualitatively, the non-negligible neutral frac-
tion predicted by our model at z⇠> 7 is consis-
tent with the observed high optical depth of
Ly↵ (Ouchi et al. 2010; Treu et al. 2013; Penter-
icci et al. 2014; Schenker et al. 2014; Tilvi et al.
2014; Faisst et al. 2014, K. B. Schmidt et al. 2015,
ApJ submitted), however the conversion from the
Ly↵ emission fraction to the volume filling fac-
tor of ionized hydrogen is di�cult and requires
several assumptions (Mesinger et al. 2015). In
particular, to make constraints on reionization it
is generally assumed that there are no changes
in galaxy and the Ly↵ emission line properties,
which necessitates a rapid evolution of the global
ionization fraction between z ⇠ 6 and z ⇠ 7. How-
ever, recent studies have shown that the rapid
decline in the Ly↵ escape fraction at these red-
shifts cannot result only from the changing IGM
attenuation (Mesinger et al. 2015) but could also
be explained by the co-evolution of the escape
fraction of ionizing photons, fesc, (Dijkstra et al.
2014). Thus, the uncertainties in the ionization
fraction from the Ly↵ optical depth shown in our
plot are likely underestimated, since they do not
include these systematic e↵ects.

4. SUMMARY AND CONCLUSIONS

We have presented a simple model for the evolution of
the UV LF from 0⇠<z⇠< 16, assuming that the average
star formation history of galaxies is set by their halo mass
and by the redshift (through the halo assembly time), so
that halos of the same mass have the same stellar mass
content independent of redshift. Our model builds upon
previous similar implementations, but here we extended
our framework to construct a self-consistent model which
is capable of following the evolution of the star formation
even when the halo assembly times become very short (at
z⇠> 10).

Our key findings are as follow:

1. Our model UV luminosity functions are very suc-
cessful in matching observations at all redshifts
where data are available (0⇠< z⇠< 10). Overall, we
find that the shape of the LF is well described by a
Schechter function with faint-end slope increasing
with redshift. This trend continues at higher red-
shift, and we use the model to make predictions for
LFs at z > 10, finding a faint-end slope ↵ ⇠ �3.5
at z = 16.

2. Our model reproduces the observed cosmic SFR
density well, indicating a sharp decline at z > 8
with a magnitude limit of M

ab

= �17, consistent
with observed data at z ⇠ 10.

F a i n t  g a l a x i e s  a r e  p r o b a b l y  n e e d e d   
t o  r e i o n i z e  t h e  u n i v e r s e
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Mason+2015b 
fesc = 0.1 - 0.3 
C = 1 - 6 
log ξion ~ 25.2



(PI Treu) Extensive follow-up ongoing: 

Keck DEIMOS and MOSFIRE (PI Bradač) 

VLT KMOS large program  
(PI Fontana) 

7 clusters - 20 hrs per cluster 

~70 z>7 candidates 
~25 with candidate emission lines 

first results in the Spring…

W e  a r e  e x p a n d i n g  t h e  s e a r c h  f o r  Lyα  e m i s s i o n  a t  z > 7   
b y  e x p l o i t i n g  t h e  p o w e r  o f  c l u s t e r  l e n s e s

Schmidt+2015

High z Lyα candidates



• UV LF and other global galaxy properties at 0 ≲ z ≲ 10 can be easily modelled  
by assuming halo growth is the dominant driver of galaxy growth 

• No evolution of physical conditions/feedback is needed! 

• At z > 10 the most recent star formation is still the biggest contributor to UV LF 

• Drop in luminosity density of currently detectable galaxies z > 8 explained by 
shift of star formation toward less massive, fainter galaxies  
— which will be hard for JWST to see… 

• Ultra-faint galaxies can reionize the universe

C o n c l u s i o n s

Malvarez (2009)

Magnification bias distorts the brightest end of the LF 

Watch out in shallow wide-area surveys! 

UV LF and other global galaxy properties at 0 ≲ z ≲ 10 can be easily modelled  
by assuming halo growth is the dominant driver of galaxy growth 

No evolution of physical conditions/feedback is needed! 

Drop in luminosity density of currently detectable galaxies z > 8 explained  
by shift of star formation toward less massive, fainter galaxies  
— which will be hard for JWST to see at z > 12 

Faint galaxies can reionize the universe  
given current estimates of escape fraction and clumping factor 

More Lyα emission constraints on reionization to come…


