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1)&&Galaxy'properAes'and'evoluAon''
•  SF:'O'stars,'young'(<5'Myr)'and'low9Z'(Z~0.2Z!)'galaxies,'PopIII'stars''
•  ISM:'low'NHI'within'10pc,'M(DMH)<1E+8'M!,'
' ' ' ' ' ' 'M(DMH)>1E+8'M!'if&SNs'create'channels'
'''''''''''''''low9mass'disks','clumpy'medium,'sight'lines''
•  IGM:'gas'accreAon,'galaxy'SF'and'evoluAon'
'
'

2)&&&LyC'escape'responsible'for'the're9ionizaAon'of'the'Universe'at'z>6'
•  'sources'(SFGs,&AGNs):'try'to'measure'fesc(LyC)'from'test'sources'at'lower9z'and'extrapolate&
•  'simulaAons:'try'to'predict'physical'properAes'of'LyC'leakers'at'z>6''

' ' ' 'probably'star6forming&low6mass'galaxies'below'detecAon'limits'
' ' ' 'a'few'massive'with'acAve'feedback''
' ' ' ' ' '!

'
'
•  z~3'is'ideal'because'IGM'transmissivity'is'~40%'(Inoue 2014):'chance'of'idenAfy'LyC'leakers'
and'infer'if'galaxies'with'the'same'characterisAcs'are'common'at'z>6'(e.g.'Vanzella 2012,2015)'
''''
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9  sample'of'spectroscopically&confirmed'SFGs'and'AGNs'at&z~3&in&ECDFS&(clean&regions)&
(FORS,VIMOS'CDFS'MASTER'CATALOG'+'literature'+'MUSYC'LAEs'at'z~3.1)'
9  take'advantage'of'HST'images/spectra'to'reduce'low9z'nearby9source'contaminaAon'
''''''''''' ' ' ' ' ' ' ' ' ' ' ' ' 'on'individual'source'basis'
9  take'advantage'of'CANDELS/ECDFS'mul)6wavelength&photometry&to'study'their'physical''

' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' 'properAes'
⇒ measure'LyC'flux'in'NB'images'at'the'posiAon'of'the'source''''
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Figure SI1: The normalised instrumental response curves. The red line shows the HAWK-I/NB2090 

(“cosmological  Hα”)  filter,  re-scaled  along  the  wavelength  axis  to  sample  Lyα  (I.e.  the  theoretical  perfect  

filter  for  Lyα).  The  blue  curve  shows  the  throughput  of  FORS1/NB388, which almost perfectly matches 

the defined set by the re-scaled NB2090. 
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Grazian et al.: The high-z stellar mass function in CANDELS

(Salmon et al. (2014), Duncan et al. (2014)). The large scatter
that we observe is partly due to noise (in the photometry and
in the derived rest-frame quantities) and partly to a genuine scat-
ter of the M/L ratio in high redshift galaxies, but the relative
weight of the two aspects is however difficult to quantify. We
will discuss further below how this impacts the resulting GSMF.

When compared with previous surveys, our results are
in agreement at bright UV magnitudes, but become pro-
gressively more different at fainter UV luminosities. As we
show in Fig.7, the relations found by Lee et al. (2012) and
González et al. (2011) do not reproduce the slope of the M/L
relation derived here.

Fig. 7. This plot shows the stellar mass versus UV absolute mag-
nitude M1400 for galaxies at 3.5 < z < 4.5 in the GOODS-
South field. The blue solid line is the relation (at 1700 Å rest
frame) found by Lee et al. (2012) for LBGs selected with the
B − V vs V − z colour criterion and a S/N ratio in the z850
band greater than 6. The red solid line represents the relation
as derived by González et al. (2011) at z = 4, for a similar
rest-frame wavelength of 1500Å. The grey triangles show the
M/L relation derived by Stark et al. (2013). The dark-green line
is the best fit to our own results assuming a constant mass-to-
light ratio, or equivalently a slope −0.4 between stellar mass
and absolute magnitude. The orange line is the best fit of
Duncan et al. (2014). All the relations have been converted to a
Salpeter IMF for comparison.Magenta points show galaxies un-
detected in the deep K-band Hawk-I imaging, while green dots
represent objects not detected in 3.6 and 4.5µm in the Spitzer
SEDS imaging.

In particular, the blue solid line in Fig.7 is the relation at
1700 Å rest-frame found by Lee et al. (2012) for LBGs selected
with the B− V vs V − z colour criterion and S/N ratio in the z850
band greater than 6, and this can be seen to be more consistent
with the lower envelope of our data than with our own average
M/L relationship. This also appears to be the case for the rela-
tion derived by González et al. (2011) (red solid line) who also

used samples of LBGs selected at z = 4 (i.e. at a rest-frame
wavelength of 1500Å).

We first tried to reproduce the trend observed by
González et al. (2011) using only LBGs selected via the B−V vs
V−z colour-colour criterion, or fitting the masses with models of
constant star formation histories and/or solar metallicity, but we
find that our data points are always best fitted by a constant M/L
relation. Following the example of McLure et al. (2011), we ex-
plored also synthetic libraries with constant star-formation histo-
ries and no extinction, but the results are similar to our baseline
model, indicating (on average) a constant mass-to-light ratio.

A possible explanation for the differences could be the
fact that the relation between mass and light deduced by
González et al. (2011) (their Fig.1) appears to be driven - and
possibly tilted - by the points at lower masses that are derived
from galaxies that are essentially undetected (S/N ≤ 2) in
the IRAC 3.6µm band. In our case, instead, the estimates at
low luminosity benefit from the combination of the new deep
HUGS Hawk-I K-band photometry (Fontana et al. (2014)) and
the deeper IRAC imaging provided by the SEDS programme
(Ashby et al. 2013), allowing us to improve the mass estimates
for faint (M1400 ∼ −18) galaxies (green and magenta points in
Fig.7).

These differences have obvious consequences for the
form of any GSMF derived from the UV light. Since
González et al. (2011) adopted a M/L relations significantly
steeper than logM ∝ −0.4 × MUV (they adopted logM ∝
−0.68 × MUV ), their inferred stellar masses at very faint UV
luminosities are underestimated by an order-of-magnitude with
respect to the typical values derived from a constant M/L ratio
relation as found here. The resulting GSMFs computed with the
steeper M/L relation are thus inevitably flatter at the faint end
than the ones derived in the present study.

This effect is clearly shown in Fig.8, where our derived
GSMFs are compared with those obtained by converting the UV
luminosity function adopting a non-linear functional form for
the M∗/LUV ratio. In addition to a GSMF taken from the lit-
erature (González et al. (2011), green pentagons) we show also
those obtained from our CANDELS data adopting either the
same M∗/LUV relation as used by González et al. (2011) (green
starred points) or those obtained adopting our own M∗/LUV (red
dots). We note that the González et al. (2011) GSMF has been
corrected for incompleteness and for the estimated scatter in the
M/L relation, and is based on a smaller field, hence its normal-
ization cannot be immediately compared to that of our GSMF
computed using their M∗/LUV relation.

A few results are immediately evident. First, comparing the
GSMF derived using our M∗/LUV relation with the one derived
(from the same data) using the González et al. (2011) relation, it
is clear that the latter yields a GSMF that is flatter and appears to
extend to lower masses, since the relation between UV light and
mass is steeper than the one observed in the CANDELS data, as
shown in Fig.7. At faint magnitudes, the GSMF derived using
our average M∗/LUV relation agrees very well with the GSMF
that we derive from the full sample. We use this agreement to
extend our fiducial GSMF towards even lower masses, namely
to M = 6 × 108 M' at z = 4 and M = 2 × 109 M' at z = 7,
assuming that losses due to incompleteness are minimal. These
additional points have been marked with blue empty circles in
Fig.6.

Another major discrepancy that emerges from Fig.8 con-
cerns the high-mass end of the GSMF: especially at z ( 4,
the GSMF derived from our reference sample extends clearly
to much higher masses than all GSMFs computed with some av-
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Table 7
Model-dependent Inferred Values for f

LyC
esc

Agec BC03a BPASSb

(yr) Zd ηstars e f
LyC,LBG
esc

f f
LyC,LAE
esc

g ηstars e f
LyC,LBG
esc

f f
LyC,LAE
esc

g

f UV
esc = 0.2

106 0.004 1.98 0.02 0.11 1.33 0.01 0.07
. . . 0.020 1.90 0.02 0.10 1.45 0.02 0.08
107 0.004 3.59 0.04 0.19 2.10 0.02 0.11
. . . 0.020 4.20 0.05 0.23 2.70 0.03 0.15
108 0.004 6.17 0.07 0.33 3.16 0.04 0.17
. . . 0.020 6.38 0.07 0.34 4.43 0.05 0.24

f UV
esc = 0.3

106 0.004 1.98 0.03 0.16 1.33 0.02 0.11
. . . 0.020 1.90 0.03 0.15 1.45 0.02 0.12
107 0.004 3.59 0.06 0.29 2.10 0.04 0.17
. . . 0.020 4.20 0.07 0.34 2.70 0.05 0.22
108 0.004 6.17 0.10 0.50 3.16 0.05 0.26
. . . 0.020 6.38 0.11 0.52 4.43 0.07 0.36

f UV
esc = 1.0

106 0.004 1.98 0.11 0.54 1.33 0.07 0.36
. . . 0.020 1.90 0.11 0.97 1.45 0.08 0.39
107 0.004 3.59 0.20 >1 2.10 0.12 0.57
. . . 0.020 4.20 0.23 >1 2.70 0.15 0.73
108 0.004 6.17 0.34 >1 3.16 0.18 0.85
. . . 0.020 6.38 0.35 >1 4.43 0.25 >1

Notes.
a Stellar population synthesis models of Bruzual & Charlot (2003).
b Stellar population synthesis models of Eldridge & Stanway (2009).
c Time since turn on of constant star formation.
d Metallicity of stellar population.
e Ratio of intrinsic F1600 to FNB3640 predicted by the model.
f Resulting LyC escape fraction for the given UV escape fraction, using ηLBG.
g Resulting LyC escape fraction for the given UV escape fraction, using ηLAE.

interpretation of these surprisingly low values of η is a primary
goal of our ongoing work, which includes HST/UVIS LyC and
UV imaging of many of our NB3640 detections. Better multi-
wavelength constraints on the stellar populations of NB3640-
detected LAEs will also be a key component of determining
their underlying nature.

In Section 5.1 we found an LyC detection rate of ∼8% in
our LBG sample, and ∼12%–15% in our LAE sample. While
it is not clear if the LyC properties of a “typical” z ∼ 3 LBG
or LAE are similar to that of the average system, these rates do
indicate the solid angle over which LyC radiation escapes, at
a level above our detection limit, averaged over all galaxies in
each sample. In Nestor et al. (2011), we proposed a “blow out”
model in which feedback from regions of dense star formation
clears portions of the ISM of gas and dust. When viewed along
favorable sightlines, such regions appear to have large escape
fractions, as we find in our LBGs and LAEs with LyC detections.
Galaxies that either have failed to sufficiently remove their ISM
over a significant solid angle or are viewed along unfavorable
sightlines, will appear to have negligible escape fractions.
The strong LyC-flux upper limits in systems without NB3640
detections, derived from our stacking analysis, are consistent
with this picture. Additionally, in the subsample of our LAEs
having HST imaging,9 we find no significant difference in the

9 The number of LBGs with NB3640 detections and HST imaging is too
small to make meaningful comparisons to the sample of LBGs without
NB3640 detections.

distributions of sizes or surface brightnesses for sources with and
without NB3640 detections. The similarity of these properties
between NB3640 detected and non-detected LAEs is consistent
with a scenario in which viewing angle is a significant factor in
the ability to detect escaping LyC.

7. DISCUSSION AND SUMMARY

Directly studying galaxies in the ionizing continuum is a
difficult endeavor. The dearth of QSOs above z ∼ 3 suggests
that, at high redshift, the ionization balance in the IGM is
maintained by LyC flux escaping from star-forming galaxies.
However, the increasingly opaque IGM makes the detection
of any escaping LyC flux unlikely above z ∼ 3.5 (see, e.g.,
Vanzella et al. 2012). Below z ∼ 2.4, the redshifted Lyman
limit falls below the atmospheric cutoff requiring observations
from space to detect ionizing flux. Current observations at
z ≈ 1.3 sampling rest-frame λ ∼ 700 Å have resulted only
in upper limits to εLyC (Siana et al. 2007, 2010). The non-
detection of LyC emission at z ∼ 1 together with the apparent
need for a galaxy contribution to εLyC at high redshift implies
that εLyC evolves strongly over z ∼ 1–3 (see, e.g., Figure 9
of Nestor et al. 2011; Inoue et al. 2006). We note, however,
that if the average UV to LyC flux-density ratio η is luminosity
dependent, the non-detection of LyC in star-forming galaxies
at z ∼ 1.3 could be due in part to a selection bias, as the
galaxies observed by Siana et al. (2010) are preferentially
bright.
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ies (adopting L1500/L900 = 3) and the derived limit for the es-
cape fraction of 2%. As it is demonstrated in Boutsia et al. 2011
(formula 2), the product of these quantities is equivalent to
(FR/FU)obsexp(−τIGM). This has a clear advantage. The former
product in-fact is subject to uncertainties due to the assumptions
on the intrinsic spectrum at short wavelengths (which can de-
pend on physical parameters like age, star formation history,
metallicity). The latter instead is the result of two measured
quantities, which are not prone to systematic uncertainties or
affected by the assumptions. As discussed in the previous sec-
tions, moreover, the relative escape fraction allows to overcome
the uncertainties on the dust content of the galaxies.

The only parameter affecting these calculations is the in-
put luminosity density of non-ionizing radiation, ρ1500. To ob-
tain this value it is sufficient to integrate an observed luminos-
ity function down to a specific magnitude limit. We decided to
adopt the parameterization of Reddy & Steidel (2009) for the LF
at z ∼ 3 after converting it from 1700 to 1500Årest frame wave-
lengths, as described in Boutsia et al. 2011. We adopt a slope
of α = −1.73 and integrate down to an absolute magnitude of
M1500 = −20.2, which is equivalent to L ∼ 0.5L∗(z = 3). We
adopt this limit since it corresponds to the limiting magnitude
of our sample, R ∼ 25.5. The resulting luminosity density is in
this case ρ1500 = 1.27 × 1026erg s−1 Hz−1 Mpc−3. Imposing an
escape fraction of ≤ 2% we obtain a limit for the ionizing emis-
sivity of ρesc900 ≤ 0.85 × 10

24erg s−1 Hz−1 Mpc−3 at 1σ level, or
equivalently ρesc900 ≤ 2.54 × 10

24erg s−1 Hz−1 Mpc−3 at 3σ.
We can translate this ionizing luminosity density into a ion-

ization rate Γ−12, (ionization rate in unit of 10−12s−1atom−1) us-
ing the formula by Meiksin (2009) and Mostardi et al. (2013)

Γ−12 =
1012 · ρesc900 · σHI · ∆l · (1 + z)

3

hP · (3 + |αUV |)
(2)

where σHI = 6.3 × 10−18cm2 is the Thompson cross sec-
tion of the neutral hydrogen atom at λ = 912Å, αUV = −0.5
(from Faucher-Giguere et al. (2008)) and hP is the Planck con-
stant. The mean free path of ionizing photons, ∆l is 83.5 Mpc at
z=3.3, according to recent estimates by Worseck et al. (2014a).

We thus obtain a limit of Γ−12 ≤ 0.16 at 1σ (or 0.48 at 3σ)
for the ionization rate of relatively bright (M1500 ≤ −20.2, or
L ≥ 0.5L∗(z = 3)) star forming galaxies at the mean redshift of
our sample (z=3.3). For comparison, a recent estimate of the ion-
ization rate by Becker & Bolton (2013) gives Γ−12 = 0.79+0.28−0.19 at
z=3.2, inconsistent with our limit. Fig.6 shows the derived upper
limit (at 99.7% c.l. or 3σ) for Γ−12, compared with recent deter-
minations of the UV background (UVB) in the literature. These
estimates are derived through an analysis of the Lyman-α forest
properties or by the proximity effect (Calverly et al. (2011)). It
is clear from this plot that the ionizing emission of bright (L ≥
0.5L∗) star forming galaxies is insufficient to keep the Universe
re-ionized at z ∼ 3.3 at 99.7% probability. It is worth mentioning
that the recent determinations of Becker & Bolton (2013) take
into account a series of systematic effects on the derivation of
Γ−12, and thus their error bars can be considered the maximum
uncertainties on the UVB. Our upper limit is clearly lower than
the lower envelope, giving convincing argument against a ma-
jor contribution of bright star forming galaxies to the ionizing
emissivity at z=3.

Fig. 6. The evolution of the UBV log10(Γ−12) as a function of redshift.
These measurements are typically derived by an analysis of the Lyman
forest properties or by the proximity effect. The 3σ upper limit from
this work (Γ−12 ≤ 0.48) is indicated by the magenta arrow. This limit,
obtained by star forming galaxies with L ≥ 0.5L∗ at z ∼ 3.3 shows that
the bright galaxies cannot be responsible for the UVB at this redshift.

6. Discussion
6.1. The sources of ionizing photons at z ≥ 3

At this stage it is worth to ask who were the source of ionizing ra-
diation at z ≥ 3, given that relatively bright (L ≥ 0.5L∗) galaxies
at z ∼ 3.3 cannot provide the required emissivity to explain the
measured UVB. A natural choice in this sense could be the faint
population, which is more numerous and can have higher es-
cape fraction than the bright population (Fontanot et al. (2013),
Wise et al. (2014), Kimm & Cen (2014), ?).

Assuming a quite steep luminosity function, of the order of
the one by Reddy & Steidel (2009) with alpha = −1.73, and in-
tegrating it down to M1500 = −17.2 (or R = 28.5), we obtain
an ionization rate of Γ−12 ≤ 0.45 at 1 σ, assuming a constant
upper limit for the escape fraction of 2% even for the faint pop-
ulation. If galaxies with L ≤ 0.5L∗ are more transparent to UV
photons and the escape fraction increases to 10-20%, then in-
tegrating the LF down to ∼ −17 or fainter would provide the
required ionizing photons. Or, alternatively, we can keep the
escape fraction of the order of few percent and we can inte-
grate the LF down to very faint magnitudes, at M1500 = −14
(Fontanot et al. (2013), Alavi et al. (2014)). The two latter so-
lutions will provide ionization rate Γ−12 ≥ 1. However, we
are assuming a rather steep LF in these calculations. If we
adopt the parameterization of Sawiki & Thompson (2006), with
α = −1.43, the ionizing emissivity is a factor of 3 times lower
than using the Reddy & Steidel (2009) LF, integrating down to
M1500 = −14. The resulting ionization rate in this case is Γ−12 ≤
0.39 (at 1σ and with f esc = 2%), still insufficient to keep the
Universe reionized. Even in this case a substantial increase of
the escape fraction for the faint galaxy population is required to
reach the actually measured UVB at z ∼ 3. Since the integration
limit of the LF can be pushed down to very faint limits (an abso-
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Figure 7. Left: the cosmic history of star formation. The FUV data points from Schiminovich et al. (2005) (blue dots), Reddy & Steidel (2009) (red squares), and
Bouwens et al. (2011) (magenta pentagons) have been converted to instantaneous star formation rate density using the conversion factor K = 1.05 × 10−28 (see
the text for details). The best-fitting star formation history, SFRD(z) = [6.9 × 10−3 + 0.14(z/2.2)1.5]/[1 + (z/2.7)4.1] M# yr−1 Mpc−3, is plotted with the solid
blue curve. Right: comoving galaxy emissivity (in units of 1023 erg s−1 Mpc−3 Hz−1) of 1 ryd photons escaping into the IGM (dashed line), for an escape fraction
〈fesc〉 = 1.8 × 10−4(1 + z)3.4. The solid line shows the best-fit QSO emissivity of Equation (37) for comparison, while the dot-dashed line shows the total quasars +
galaxies emissivity.
(A color version of this figure is available in the online journal.)

Figure 8. Left: the hydrogen photoionization rate, ΓH i, from z = 1 to z = 7. Solid curve: quasars + galaxies model. The dashed curves depict the individual
contributions of the QSO population (blue) that dominates at low redshift and of the galaxy population (red) that reionize the IGM at early times. Circles: empirical
measurements from the Lyα forest effective opacity by Bolton & Haehnelt (2007). Triangles: same by Becker et al. (2007) (their lognormal model). Squares: same
by Faucher-Giguère et al. (2008a). Pentagons: same using the quasar proximity effect by Calverley et al. (2011). Right: the hydrogen photoheating rate per ion, HH i
(upper set of curves), and the He ii photoheating rate, HHe ii (lower set of curves), from the present epoch to z = 9. All photoheating rates are expressed in units of
10−12 eV s−1. Solid lines: quasars + galaxies. Dashed lines: quasar-only. The addition of a galaxy component boosts the H i rate and decreases the He ii rate. The
dotted line shows the Compton heating rate per electron in units of 10−18 eV s−1.
(A color version of this figure is available in the online journal.)

where 1 + zα = (να/νo)(1 + zo). We have neglected collisionally
excited Lyα emission, as this is only about 10%–20% of the
recombination term (Dayal et al. 2010). A similar contribution
is also expected in the emitted spectrum of dense absorbers
like the SLLSs and DLAs, while collisional excitation is always
negligible in lower column density systems.

9. BASIC RESULTS

This section gives a quick overview of the main results
generated by the upgraded CUBA radiative transfer code, using
the formalism and parameters described above. CUBA solves
the radiative transfer Equation (2) by iteration, as its right-hand
term implicitly contains J in the recombination emissivity and
in the effective helium opacity.

9.1. Photoionization and Photoheating Rates

The total optically thin photoionization rate of hydrogen, ΓH i,
is shown in Figure 8 as a function of redshift (left panel). For
comparison, we have also plotted the individual contributions
of the QSO population that dominates at low redshift and of
the galaxy population that reionize the IGM at early times, to-
gether with the empirical measurements from the Lyα forest
effective opacity by Bolton & Haehnelt (2007), Becker et al.
(2007), and Faucher-Giguère et al. (2008a), and from the quasar
proximity effect by Calverley et al. (2011). The fractional re-
combination contribution to ΓH i increases from 9% at z = 0
to 18% at z = 4 to up to 37% at z ! 7: it does so be-
cause the mean free path of recombination photons decreases
with look-back time and a smaller fraction of such photons
gets redshifted below the ionization threshold before capture
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the text for details). The best-fitting star formation history, SFRD(z) = [6.9 × 10−3 + 0.14(z/2.2)1.5]/[1 + (z/2.7)4.1] M# yr−1 Mpc−3, is plotted with the solid
blue curve. Right: comoving galaxy emissivity (in units of 1023 erg s−1 Mpc−3 Hz−1) of 1 ryd photons escaping into the IGM (dashed line), for an escape fraction
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Figure 8. Left: the hydrogen photoionization rate, ΓH i, from z = 1 to z = 7. Solid curve: quasars + galaxies model. The dashed curves depict the individual
contributions of the QSO population (blue) that dominates at low redshift and of the galaxy population (red) that reionize the IGM at early times. Circles: empirical
measurements from the Lyα forest effective opacity by Bolton & Haehnelt (2007). Triangles: same by Becker et al. (2007) (their lognormal model). Squares: same
by Faucher-Giguère et al. (2008a). Pentagons: same using the quasar proximity effect by Calverley et al. (2011). Right: the hydrogen photoheating rate per ion, HH i
(upper set of curves), and the He ii photoheating rate, HHe ii (lower set of curves), from the present epoch to z = 9. All photoheating rates are expressed in units of
10−12 eV s−1. Solid lines: quasars + galaxies. Dashed lines: quasar-only. The addition of a galaxy component boosts the H i rate and decreases the He ii rate. The
dotted line shows the Compton heating rate per electron in units of 10−18 eV s−1.
(A color version of this figure is available in the online journal.)
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excited Lyα emission, as this is only about 10%–20% of the
recombination term (Dayal et al. 2010). A similar contribution
is also expected in the emitted spectrum of dense absorbers
like the SLLSs and DLAs, while collisional excitation is always
negligible in lower column density systems.
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gether with the empirical measurements from the Lyα forest
effective opacity by Bolton & Haehnelt (2007), Becker et al.
(2007), and Faucher-Giguère et al. (2008a), and from the quasar
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9  Reasons:'line'of'sight,'staAsAcs,'redshiÅ/IGM,'V,'stellar'mass,'mergers'(e.g.'Gnedin2009, Bridge 2010)'



&
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