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Figure 3 | Spectral Energy Distribution Fitting of z8 GND 5296. a) The results of fitting stellar population models to the observed photometry of z8 GND 5296.
The best-fit model for z =7.51 (if the detected emission line is Lyα) is shown by the blue spectrum, while the alternate redshift of z = 1.78 (if the line is [O II]) is
shown by the red spectrum. The vertical error bars show the 1σ flux errors, while the horizontal error bars (in both panels) denote the bandpass FWHM covered by the
filter. b) The measured χ2 for each band for the best-fit model at each redshift. The lack of detectable optical flux, particularly in the deep F814W image, as well as
the extremely red IRAC color, strongly favor the high-redshift solution (reduced χ2[z = 7.51] = 0.8 versus χ2[z = 1.78] = 14.7). Additionally, the low-redshift
model exhibits no star-formation, thus this stellar population should not have detectable [O II] emission. The best-fitting high-redshift model shows that this galaxy
has a stellar mass of about 109 M⊙, with a 10-Myr-averaged star-formation rate (SFR) of∼330 M⊙ yr−1 (68% C.L. 320 – 1040 M⊙ yr−1). The large SFR may be
responsible for the ability of Lyα to escape this galaxy.

but it is predicted to be about 5× fainter than [O III] and thus does not
significantly affect the 3.6µm band.

This galaxy is forming stars at a very high rate, with a “mass-
doubling” time of at most 4 Myr. The most recent estimates 17 at z ≈ 7
find that galaxies with stellar masses of 5×109 M⊙ typically have spe-
cific SFRs (sSFR = SFR divided by stellar mass) ∼10−8 yr−1. This
galaxy is a factor of five less massive, yet its sSFR is a factor of 30
greater at 3 × 10−7 yr−1, implying that z8 GND 5296 is undergoing
a significant starburst. Additionally, estimates of the SFR functions9
show that a typical galaxy at z ∼ 7 has a SFR= 10 M⊙ yr−1; the mea-
sured SFR of z8 GND 5296 is a factor of >30× greater. If this SFR
function is accurate, the expected space density per co-moving Mpc3
for this galaxy would be ≪ 10−5. The implied rarity of this galaxy
could imply that it is the progenitor of some of the most massive sys-
tems in the high-redshift universe. However, the z = 7.213 galaxy GN-
1080363, also in GOODS-North, also has an implied SFR > 100 M⊙

yr−1. While the current statistics are poor, the presence of these two
galaxies in a relatively small survey area suggests that the abundance of
galaxies with such large star formation rates may have previously been
underestimated. If the high SFR of z8 GND 5296 continues down to
z = 6.3, it would have a stellar mass of∼5× 1010 M⊙, comparable to
the extreme star forming z = 6.34 galaxy HFLS3 (Table 1).18 Should
z8 GND 5296 in fact be a progenitor of such SMGs, it is likely in the
process of enshrouding itself in dust.

Both z8 GND 5296 and GN-108036 also have young inferred ages
and IRAC colors indicative of strong [O III] emission. Given the diffi-
culty of detecting Lyα emission at z ≥ 6.5, it is interesting that these
highest redshift Lyα-detected galaxies appear to have extreme SFRs
and high [O III] emission. It may be that a high SFR and/or a high
excitation are necessary conditions for Lyα escape in the distant uni-
verse, perhaps through blowing holes in the ISM, allowing both Lyα
and ionizing photons to escape. An outflow in the ISM of 200-300 km
s−1 could clear a hole in this galaxy in about 3–5 Myr, or perhaps even
sooner if the galaxy is undergoing a merger, which could preferentially
clear some lines of sight for Lyα to escape.

Finally, we examine the lack of detected Lyα lines in our full
dataset. If the Lyα EW distribution continues its observed increase19
from 3< z < 6 out to z ∼ 7–8, we should have detected Lyα emission
from 6 galaxies. Our single detection rules out this EW distribution at

2.5σ significance. This confirms previous results at z ∼ 6.5,3,5,6,8 but
here we probe z > 7. The lack of detectable Lyα emission is unlikely
to be due to sample contamination, as contamination by lower redshift
interlopers is likely not dominant at z = 7 given the low contamina-
tion rate at z = 6.8 To explain the low detection rate of Lyα, an IGM
neutral fraction at z = 6.5 as high as 60–90% has been proposed,3,8
implying a rapid increase from z = 6.20 However, most other observa-
tions are consistent with an IGM neutral fraction ≤ 10% at z = 7,21,22
thus alternative explanations for the dearth of Lyα emission need to be
explored.

One alternative explanation for at least part of the Lyα deficit may
be gas within galaxies. A high gas-to-stellar mass ratio may be con-
sistent with the very high SFR of z8 GND 5296, as galaxies should
not have SFRs (for long periods) exceeding their average gas accre-
tion rate from the IGM (which is set by the total baryonic mass). For
the inferred stellar mass and redshift, z8 GND 5296 must have a gas
reservoir of about 50 times the stellar mass to give an accretion rate
comparable to the SFR.23 If true, this galaxy would have a gas surface
density similar to the most gas-rich galaxies in the local universe, and
its SFR would be consistent with local relations between the gas and
SFR surface densities.24 The large gas-to-stellar mass ratio could be
due to low metallicities at earlier times which may initially inhibit star-
formation allowing the formation of such a large gas reservoir.25 If such
high gas-to-stellar mass ratios are common amongst z > 7 galaxies, it
could explain the relative paucity of Lyα emission in our observations.
Direct observations of the gas properties of distant galaxies are required
to make progress understanding both the fueling of star formation, and
the escape of Lyα photons.
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Galaxy Formation and Evolution at z>4 

l Basic questions  
–  How many galaxies are there? 
–  How bright are they? 
–  What (UV) colors do they have? 

18 Finkelstein et al.

4 5 6 7 8
Redshift

−22.0

−21.5

−21.0

−20.5

−20.0

−19.5

M*

M* = −20.26−0.12z
±0.43 ±0.09

     
 

 

 

 

 

 
     

 

 

 

 

 

 

4 5 6 7 8
Redshift

−3.0

−2.5

−2.0

−1.5

−1.0

α

α = −0.80−0.19z
±0.21 ±0.04

     
 

 

 

 

 
     

 

 

 

 

 

This Study
Bouwens+14

4 5 6 7 8
Redshift

−5.0

−4.5

−4.0

−3.5

−3.0

−2.5

log
 ϕ

*

log ϕ* = −1.53−0.32z
±0.30 ±0.07

     
 

 

 

 

 

 

     

 

 

 

 

 

 

FIG. 11.— The evolution of the Schechter function parameters. We fit for evolution with redshift, using our results from z = 4 to 8, and showing those from
Bouwens et al. (2014) for completeness. Contrary to previous studies, we find no significant evolution in M∗. We find moderate (4σ) evolution in α, towards
steeper slopes at higher redshift. The strongest evolution is in the characteristic number density ϕ∗, which evolves to lower values at higher redshift at >5σ
significance.
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FIG. 12.— Left) The evolution of the UV luminosity function from z = 4 to 8, where the circles and lines denote our step-wise and Schechter-parameterized
luminosity functions, respectively. Right) Contours of covariance between α and M∗ at z = 4, 5, 6, 7 and 8. The contours denote the 68% and 95% confidence
levels, while the small circles show the best-fitting values.

at all redshifts, our fiducial values are consistent with the
“magnitude-scatter” values within 10% at M ≥ −21.5, and
typically consistent within 2-3%. The sole exception is in
the brightest bin (−22 at z = 4–6, and −21.5 at z = 7 and 8),
where our fiducial number density values are higher by ∼15-
20% (60% at z = 7, where there is only a single galaxy in this
bin). We thus examine the Schechter fit, to see if this bright-
end difference affects our results. We find that values of both
M∗ and α derived when allowing galaxies to shift between
bins are consistent with our fiducial values within 1%. We
conclude that the relatively small )∼20%) uncertainties in the
absolute magnitudes of our galaxies do not have a significant
impact on our luminosity function results.

6.3. Non-parametric Evolution
Given that our results show that the Schechter functional

parameters may not be a robust method of tracking galaxy
evolution (e.g., a non-evolving value of M∗ does not mean the
galaxy populations are not evolving), we examine the evolu-
tion in a non-parametric way. In Figure 14 we show the evolu-
tion of the step-wise luminosity function, plotting the number
density corresponding to galaxies at MUV = −21 and −19 ver-
sus redshift, showing results from our study as well as from
the literature at a variety of redshifts. This figure highlights
some interesting trends. First off, at high-redshift, we find that

the brighter galaxies are becoming more common faster than
faint-galaxies. This trend halts at z = 4, where bright galax-
ies have the same abundance down to redshift 2, and then
turn over. Faint galaxies, however, continue rising in abun-
dance down to z = 2, where they also turn over. This figure
highlights the phenomenon of downsizing, where bright/large
galaxies grow faster at early times (e.g., Cowie et al. 1996, see
also Lundgren et al. 2014). This is different than the expecta-
tion one would get simply from examining Schechter fits, as
the luminosity functions don’t evolve much over the range 2
< z< 4. Given that the trends here mimic the evolution of the
cosmic SFR density, we fit the function provided by Madau &
Dickinson (2014) to our data for both number densities, given
by

ϕ(z) = A
(1+ z)α

1+ [(1+ z)/B]γ
M⊙ yr−1 Mpc−3. (6)

The evolution with redshift is thus proportional to (1+ z)α at
low redshift, and (1+ z)α−γ at high redshift. Fitting the data in
this way, we confirm that at z > 3, bright galaxies change in
abundance faster, as (1+ z)−4.9±0.4, than faint galaxies, which
go as (1+ z)−3.3±0.3.
Another interesting aspect is to compare the trends ob-

served to our predicted abundance of bright z = 9 galaxies
(see §7), shown as the red circle at z = 9. We find that this

(Finkelstein et al.,2014) 
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observed trend. However, we note that as there are relatively
few red, low-mass galaxies at z = 4, it is unlikely that a large
population exists at z = 7. Additionally, in the z = 7 panel of
Figure 7, galaxies do not tend to pile up against the completeness
contour, further implying that low-mass red galaxies are not
common at very high redshift.

One caveat here is that we are only using photometry that
covers the rest-frame UV, while photometry covering redder
wavelengths results in more robust estimates of the stellar
mass (by measuring the light from lower mass stars). One may
thus worry that any derived correlation is due to an intrinsic
correlation within the models between β and the mass-to-light
ratio (M/L). To investigate this, we examined our suite of stellar
population models, investigating the range of mass-to-light
ratios at a given value of β. Investigating −1.5 > β > −2.5,
which is the observed range of β within our sample, we find
that at any given value of β, there is more than an order-of-
magnitude spread in the mass-to-light ratios. This is easy to
understand, as we are allowing a wide range of SFHs and stellar
population ages, along with metallicities and dust attenuations;
thus, there is a large combination of model parameters that
can yield a given β, each with a different mass-to-light ratio.
McLure et al. (2011) found a similar result, finding that their
allowed models spanned a mass-to-light range of >50 when
looking at a given UV luminosity. Additionally, the mass-to-
light ratio distributions for models with β ∼ −2.2 and those
with β ∼ −1.8 have a >50% overlap. For the non-overlapping
models, the bluer galaxies tend to have lower mass-to-light
ratios. However, the difference results in the redder galaxies
having a mass ∼3 times greater than the bluer galaxies; this is
less than the factor of 10 or higher that we show in Figure 8.

Even though there is such a large spread in M/L, we investi-
gate how much of an impact it may have on our derived relation.
At z = 4, where we are the most complete, we first took the
SED-fitting derived masses and computed the median M/L ra-
tio. We then applied this median M/L to the UV luminosity for
each galaxy to rederive a stellar mass, which is now indepen-
dent of the individual SED-fitting results. This should remove
any intrinsic variation of the M/L with the models. We then
measured the resultant slope between β and the stellar mass in
the same way as we did on our sample and found a slope of
0.10 ± 0.07. The difference between our observed slope and
this value is thus an estimate of the impact of the intrinsic M/L
ratios within the models, which is thus a slope of 0.07. This is
indicated in Figure 7 by a dashed line. This is ∼40% of our
observed trend; thus, it appears as if our observed trend is due
to both an intrinsic dependence between β and the M/L ratios
and a dependence between β and the luminosity. In any case,
these trends have a physical cause: a very blue galaxy will be
dominated by a young population of massive stars, which have
low mass-to-light ratios.

The issue of correlations between β and the UV M/L ratio
could potentially be alleviated by including photometry from the
Spitzer Space Telescope Infrared Array Camera (IRAC; Fazio
et al. 2004) when measuring the stellar mass. While measuring
IRAC fluxes for all of the galaxies in our sample is beyond
the scope of this paper, we have measured de-blended IRAC
fluxes for our sample of galaxies in the HUDF using TFIT
(Laidler et al. 2007). To see whether the inclusion of IRAC fluxes
results in a significant change in the stellar masses and thus our
observed β–mass correlation, we examined the β–mass slope
for HUDF galaxies only, both with and without inclusion of the
IRAC fluxes. We found that the derived slopes were consistent

Figure 8. Similar to Figure 6, except here we split our sample into three bins
by stellar mass. The red circles denote the median β as a function of redshift
for galaxies with 9 < log M/M⊙ < 10, green circles for 8 < log M/M⊙ < 9,
and blue circles for 7 < log M/M⊙ < 8. The green shaded region highlights
the range in β values from the models of Finlator et al. (2011) for the middle
mass range. The dotted line shows the median value of β from these models,
while the dashed line shows the median β from the same models with no
dust extinction. The cyan bar denotes the value of β for NGC 1705. This plot
indicates that the trend observed in Figure 6 is largely driven by the lower two
mass bins. The massive galaxies have a roughly constant β at each redshift,
implying that they are able to retain the dust formed in earlier epochs via
SNe, while the lower mass galaxies were not. The yellow curve (and the right-
hand vertical axis) shows the ratio between the gas accretion rate and the star
formation rate using the predictions from Papovich et al. (2011; see Section 6.3).
Values greater than unity imply that galaxies at that redshift are accreting
more gas than they are converting into stars, which may hinder the escape of
Lyα photons.
(A color version of this figure is available in the online journal.)

within 1σ ; thus, we conclude that the lack of rest-frame optical
photometry is not driving the observed correlations.

For an additional test as to the validity of our derived masses,
we use the simulations of Finlator et al. (2011), described in
Section 6.2 below. These simulations include realistic SFHs
that yield reasonable agreement with the observed rest-frame
UV luminosity function and the growth rate of the stellar-
mass density at z > 6; hence, they represent a physically
motivated test of the robustness of our stellar-mass estimates.
The SFHs in these simulations are smoothly rising, which is
reasonable given the tightness of the observed star-formation-
rate (SFR)–stellar-mass relation (Labbé et al. 2010a). We
have performed SED fitting using the simulated photometry
of these galaxies, “observing” the galaxies, such that their
photometric data points are varied by an amount proportional
to the photometric error in a given band (assuming the image
depths in the HUDF). We then compare the best-fit stellar masses
using the same HST ACS and WFC3 bandpasses as used on our
sample to the “known” input value of the stellar mass. We find
that we can recover the stellar mass very well at log M/M⊙ > 9,
while at log M/M⊙ < 8 we begin to do much worse. For
example, at z = 4, the 1σ spread in recovered stellar mass
at an input mass of log M/M⊙ = 9 is ∼0.25 dex, increasing
to ∼0.5 dex at log M/M⊙ = 8. At higher redshift, the lack of
rest-frame optical is less detrimental, as the age of the universe
begins to become a strong constraint on the amount of mass in
old stars (Finkelstein et al. 2010). Thus, except for the lowest
masses in our sample, our SED fits with only the rest-frame
UV fluxes do a reasonable job of recovering the average stellar

15
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Fig. 4.— The evolution of the cosmic star-formation rate density at z ⇠ 4 � 11 in galaxies down to the current detection limits in the
HUDF data corresponding to > 0.7 M� yr�1. The dark red circle corresponds to the SFRD constraints from the HFF cluster A2744 and
parallel field derived here. Green squares show previous estimates combining the CANDELS/GOODS data with the ultra-deep imaging
over the HUDF (see Oesch et al. 2014). Blue triangles correspond to previous estimates from CLASH cluster searches (Bouwens et al.
2012a; Zheng et al. 2012; Coe et al. 2013). The lower redshift SFRD estimates are dust corrected LBG UV LFs from Bouwens et al. (2007,
2012b) with 1� uncertainty indicated by the gray band. Their empirical extrapolation is shown as the upper gray dashed line. Overall, the
data are more consistent with a faster decline, as found in Oesch et al. (2014). This is indicated by the lower dashed line. The orange line
shows an average of several theoretical model predictions shown in Figure 11 of Oesch et al. (2014). These include semi-analytical/empirical
models (Trenti et al. 2010; Lacey et al. 2011; Tacchella et al. 2013) and SPH simulations (Finlator et al. 2011; Jaacks et al. 2013). Also
shown is the SFRD of the Illustris simulation (purple line; Vogelsberger et al. 2014; Genel et al. 2014), slightly shifted to account for IMF
di↵erences in converting UV luminosities to SFRs. All these theoretical models agree with each other within ±0.2 dex, and reproduce the
rapid decline in the observed cosmic SFRD at z > 8 very well.

field and 1.1 z ⇠ 10 sources in the parallel. For the best-
fit LF evolving in �⇤ from Oesch et al. (2014), we predict
0.46 images in the cluster and 0.49 sources in the parallel
field.
If these numbers are similar for all the other five HFF

clusters, the Frontier Field program is thus expected to
find between 6 to 14 new z ⇠ 10 galaxy candidates as-
suming the two di↵erent z ⇠ 10 UV LFs of Oesch et al.
(2014) are representative. We stress, that these num-
bers depend strongly on the exact evolution of the UV
LF at z > 8 (see also Coe et al. 2014). Nevertheless, at
z ⇠ 10 alone, the HFFs are likely to more than double
the number of reliable LBG candidates known to date.

4. THE COSMIC SFRD AT Z ⇠ 10

We now combine the first HFF cluster and blank field
around A2744 to derive a new, independent estimate of
the cosmic SFRD. From Figure 3 it is clear that the two
images of JD1 behind A2744 which satisfy our selection
criteria will result in a higher cosmic SFRD at z ⇠ 10
than we previously determined in the CANDELS-Deep
and XDF/HUDF12 data.
We estimate the HFF constraint on the z ⇠ 10 cosmic

SFRD from the total expected number of galaxy images
per WFC3/IR field relative to the earlier z ⇠ 10 UV LF
estimate by Oesch et al. (2014). In particular, we use
their parametrization for �⇤-only evolution and search
for the normalization, which reproduces two predicted
images in the cluster field.

With the assumed Schechter function parameters of
log �⇤ = �4.27 Mpc�3mag�1, M⇤ = �20.12 mag, and
↵ = �2.02, we predict a total of only 0.46 galaxy im-
ages in the cluster field. Considering the cluster field
alone, finding two images therefore requires a higher
normalization, �⇤, by a factor 4.4+5.7

�2.9

compared to the
XDF/HUDF12 LF. Such an increase would, however, re-
sult in a total of 2.2 predicted galaxies in the HFF paral-
lel blank field, which is marginally inconsistent with not
finding any candidate with J

125

� H
160

> 1.2.
We combine the two constraints from the HFF cluster

and parallel field by multiplying the Poissonian proba-
bilities of finding 2 or 0 sources in the two fields, respec-
tively, for a given UV LF normalization �⇤. This results
in a combined best fit of log �⇤ = �3.9+0.3

�0.5

Mpc�3mag�1,
which is completely consistent, but 0.4 ± 0.4 dex higher
than found in the ultra-deep fields.
Using this LF normalization, we estimate a cosmic

SFRD from the A2744 fields of log ⇢̇⇤ = �2.8+0.3

�0.5

M� yr�1 Mpc�3 integrated down to a SFR of 0.7
M� yr�1. This is shown in Figure 4, where we also plot
the previous estimates for comparison.
While the new constraint from the A2744 HFF fields

is clearly higher than the previous ultra-deep field con-
straints, it is consistent with the rapid decline across
z ⇠ 8 to z ⇠ 10 that is predicted by theoretical mod-
els. In particular Fig 4 also shows the average SFRD
evolution of a series of semi-analytical/empirical models
(Trenti et al. 2010; Lacey et al. 2011; Tacchella et al.

(Oesch+2014) 
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–  How massive are they? (Galaxy stellar mass function; MF) 
–  How do they build up their mass? (Evolution of MF) 



Motivation 
High-z MF as a powerful way to constrain physics of galaxy formation 

2 Joseph Silk1,2,3, Gary A. Mamon1
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Fig. 1 Role of feedback in modifying the galaxy luminosity function

where ↵ = e

2
/(h̄c) and ↵g = Gm

2
p/e

2 are the electromagnetic and gravitational fine structure con-
stants. For a cooling function ⇤(T ) / T

�
, over the relevant temperature range (105 � 107 K), one can

take � ⇡ �1/2 for a low metallicity plasma (Gnat & Sternberg, 2007). The result is that one finds a
characteristic galactic halo mass, in terms of fundamental constants, to be of order 1012M� (Silk, 1977).
The inferred value of the mass-to-light ratio M/L is similar to that observed for L⇤ galaxies. This is a
success for theory: dissipation provides a key ingredient in understanding the stellar masses of galaxies,
at least for the “typical” galaxy. The characteristic galactic mass is understood by the requirement that
cooling within a dynamical time is a necessary condition for efficient star formation (Fig. 1).

However, the naı̈ve assumption that stellar mass follows halo mass, leads to too many small galax-
ies, too many big galaxies in the nearby universe, too few massive galaxies at high redshift, and too
many baryons within the galaxy halos. In addition there are structural problems: for example, massive
galaxies with thin disks and/or without bulges are missing, and the concentration and cuspiness of cold
dark matter is found to be excessive in barred galaxies and in dwarfs. The resolution to all of these
difficulties must lie in feedback. There are various flavors of feedback that span the range of processes
including reionization at very high redshift, supernova (SN) explosions, tidal stripping and input from
active galactic nuclei (AGN). All of these effects no doubt have a role, but we shall see that what is
missing is a robust theory of star formation as well as adequate numerical resolution to properly model
the interactions between baryons, dynamics and dark matter.

2.2 Star formation rate and efficiency

In addressing star-forming galaxies, the problem reduces to our fundamental ignorance of star formation.
Phenomenology is used to address this gap in our knowledge. Massive star feedback in giant molecular
clouds, the seat of most galactic star formation, implies a star formation efficiency (SFE), defined as star
formation rate (SFR) divided by the ratio of gas mass to dynamical or disk rotation time, of around 2%.
This is also found to be true globally in the Milky Way (MW) disk.

Remarkably, a similar SFE is found in nearby star-forming disk galaxies. Indeed, SFRs per unit area
in disk galaxies, both near and far, can be described by a simple law, with SFE being the controlling
parameter (Silk, 1997; Elmegreen, 1997):

SFE =
SFR⇥DYNAMICALTIME

GASMASS
⇡ 0.02. (1)

(Silk & Mamon 2012) 

Galaxy stellar mass 

l  SAMs Predictions 
     (Croton, Lu, Somerville models) 
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Figure 1. Galaxy stellar mass functions at z = 0, 0.5, 1, 2, 3, 4, 5, and 6 predicted by the Croton model (green), the Somerville model (blue), and the Lu model,
for which the dark and light red bands enclose 67% and 95% posterior probabilities, and the red solid line denotes the median prediction. The solid lines show the
model predictions with stellar mass uncertainties convolved, and the dashed lines show the raw model predictions with no uncertainties convolved. The observational
estimates for z = 0 are from Moustakas et al. (2013), Baldry et al. (2008), and Baldry et al. (2012). For z = 0.5–6, the data are from Moustakas et al. (2013),
Marchesini et al. (2009), Santini et al. (2012), Caputi et al. (2011), Lee et al. (2012), González et al. (2011), and Stark et al. (2013) for each relevant redshift as noted
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z=0 

z=4 

z=2 

z=6 



Previous Study on Galaxy Stellar 
Mass Functions at z=4-7 

l  Galaxy Stellar Mass Function (MF) at z=4,5,6,7  
 (Gonzalez et al. 2011) 

Sample & Data: 

l  WFC3 in ERS field (33 arcmin2)  
    + Spitzer GOODS-S (~23 hr/pt) 
l  LBG selection 
l  Sample size: 

l  ~300 (z~4) 
l  78 (z~5) 
l  24 (z~6) 

  
 



Methodology: LF x (M/L) = MF 
Public LF (Bouwens+07) 

 Assumption on the constant 
(M/LUV)=f(LUV) at z=4-7 

M – L distribution: (M/LUV) =f(LUV,z)  

MF 

 Now we can do a better job 
without this assumption ! 

z=6 

z=5 

z=4 



New Datasets: Deep and Wide 
 larger area coverage (~290 arcmin2; GOODS-S & N + HUDF), 

sample size (>25 times), and redshift range (up to z=8) 

l  Two major datasets: 

    1) HST/NIR data from CANDELS & HUDF 
    2) Spitzer/IRAC data from S-CANDELS (2x 
existing integration time) & RAC Ultra Deep 
Field 2010 Survey 

 

l  Sample size: ~7000 
l  z=4: ~4000 
l  z=5: ~2000 
l  z=6: ~700 
l  z=7: ~300 



PSF-matched IRAC photometry:  
TFIT/TPHOT (developed by E. Merlin) 

S-CANDELS 3.6µm  -  Model (H-band + kernel)  =  Residual 



SED Fitting Prescriptions 

l  HST: B,V, i, I814, z, Y, J, J140, H  +  IRAC: 3.6, 4.5 µm 
l  Bruzual & Charlot 2003 SPS models 
l  Rising/constant/declining SFHs 
l  Metallicity: [0.02,0.2,1] Zsun 
l  Nebular emission (Salmon et al. 2014) 
l  Dust: Calzetti, E(B-V)=0.0-0.8 with a 0.02 step 
l  Age: 10 Myr – age of the universe 
l  Madau IGM prescription 



Stellar Mass - UV Luminosity Relation  
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Fig. 5.—

with the inferred (dust-uncorrected) SFRs down to 2 or-
ders of magnitude lower than that on the M-L relation
(to be derived in the following section). Identified as the
ones lying o↵ the best-fit relation by more than 1 dex,
these outliers take up 6% (155/2624) of the total sample
at z = 4. The fraction is observed to decrease as redshift
increases to 3% (12/365) at z = 6. At z = 7, somewhat
increased fraction of 5% (9/172) corresponds to these
populations, but the large observational uncertainty may
have contributed (Section 4.3). This increasing fraction
of massive and UV-faint galaxy populations from z = 7
and z = 4 implicates either that we may be witnessing
the formation of dusty SF or quiescent populations that
are very rare at high redshift (z ⇠ 6�7) or that the duty
cycle of those populations at high redshift is lower than
that at low-redshift (with star-forming time scale much
longer than 100 Myr) so that fewer such galaxies are
observed with the current flux limit at higher redshift.
Given the young age of the universe at high redshift,
the latter requires a very early and fast growth of stellar
mass for those galaxies that are completely quenched or
highly dust extincted by z ⇠ 7. As we do not see such

extremely UV luminous populations at higher redshifts
in the UV LFs (e.g., Finkelstein et al. 2014; Bouwens et
al. 2014; ?), we regard the former as a more plausible
scenario.
3 Interestingly, we do not find such populations in the

opposite (low-mass) side at a given UV luminosity. The
lack of bright and low-mass galaxies (lower-left region
of Figure 7) is unlikely to be a selection e↵ect or obser-
vational uncertainty, since had there been galaxies with
log(M⇤/M�) & 9, they should have been detected in
both WFC3/IR and IRAC. It is neither believed to be
an artifact of our SPS modeling, as the minimum mass-
to-light ratio allowed in our SPS models, which is shown
as grey dotted line in the Figure, is well below the mass-
to-light ratio distribution of our sample. This is also
noted by Lee et al. (2012), based on LBGs selected at
z = 4�5 over the GOODS field, who interpreted it as an
evidence of smooth growth for UV-bright galaxies that
has lasted at least a few hundred million years. If dust
extinction is proportional to UV luminsoity (ref), this
indicates lack of high sSFR galaxies bright in UV. This
lack of UV bright and low-mass galaxies at all redshifts

 

-  Constant scatter of 
0.4-0.5 dex  

     (c.f., z=0-2 SF MS scatter: 
 ~0.3 dex) 

-  Weak redshift evolution in 
the normalization  
towards lower M/L ratios 

 
 
 



Median Stacked SEDs in Each UV Luminosity Bin 7

Fig. 5.— From upper-left to lower-right, stacked SEDs at z = 4, 5, 6, 7 corresponding to blue filled stars in Figure 4 (median flux-stacked
SEDs in each UV luminosity bin of 0.5 mag with MUV < �17 and more than 10 (for z = 4, 5, 6) or 5 (for z = 7) galaxies). The stacked
SEDs are denoted by filled stars and downward arrows (indicating 1� upper limits for bands with S/N < 1). The solid lines and squares
indicate the best-fit SPS models and model bandpass-averaged fluxes. The best-fit SPS models for stacked SEDs with S/N < 1 in 3.6 µm
are shown as dotted lines.

result in a moderate degree of discrepancy between stars
(stacked points) and red circles (median of individual
galaxies), the excellent consistency at z = 4� 5 between
the two in faint UV luminosity bins in Figure 4 indicates
that our data allow robust measurements in median mass
down to the limit of M

UV

⇠ �17.
Fitting data points with M

UV

< �17 and more than
10 (or 5 for z = 7) galaxies in the bin, we derive best-fit
linear relation. Specifically, we use the median mass of
individual galaxies (red filled circles in Figure 4) for bins
in which more than half galaxies are detected in IRAC
(at 3.6 µm), and the best-fit mass of median flux-stacked
SED (blue filled stars) for the rest.
Our best-fit mass-to-light relation, shown as the blue

line in the Figure, has a slope of ⇠ �0.5, which is con-
sistent within the uncertainty (light-red shaded region in
the Figure) with, or marginally steeper than, a constant
mass-to-light ratio of a slope of -0.4 (marked as a grey
dashed line) at all redshifts probed in this study.
Although the M⇤ � M

UV

distribution of our flux-
limited sample has non-zero scatter, the derived M-L
relation is not subject to Malmquist bias (i.e., missing
faint galaxies at a given stellar mass) as we estimate the
M⇤ �M

UV

relation in bins of luminosity and not stellar
mass. Therefore, the derived relation should be robust
against the Malmquist bias that could artificially result
in a steeper slope than the intrinsic one by losing the
right (faint) envelope of galaxy distribution for a given
stellar mass.
In comparison with the results in the literature, at

z ⇠ 4, some discrepancies are present between our best-

fit relation and that of González et al. (2011) or Lee et
al. (2012), but agrees well with a more recent study by
(Stark et al. 2013).
First, the slope of our best-fit relation of �0.47(±0.02)

at z = 4 is significantly shallower than that of González
et al. of �0.68. As the relation of González et al. is
derived with no nebular correction, it is not surprising
that their stellar masses for UV-bright galaxies are higher
than ours. However, their stellar masses for galaxies
in faint UV bins are lower than ours, by ⇠ 0.5 dex at
M

UV

⇠ �18.
While Lee et al. (2011) found a consistent slope of -

0.4 for UV-bright (M
UV

. �21.5) LBGs at z = 4 � 5
with ours derived from fainter UV luminosity bins, Lee
et al. (2012), in the extension of Lee et al. (2011), claimed
that the M-L relation for fainter galaxies (M

UV

< �19)
is better described with a steeper slope of ⇠ �0.8, ad-
vocating a double power-law for the overall M-L relation
with a break at M

UV

⇠ �20.5. They parameterize their
M-L relation as a double power law and derive the slope
and break UV-luminosity as the one that can provide
an acceptable fit for their SMFs. As their SMFs have
shallower low-mass-end slopes (shown in Figure 7), the
steeper slope of their M-L relation in faint UV bins is a
natural consequence. However, we do not see any clear
indication that our M-L relation prefers a double power-
law shape.
Meanwhile, the M-L relation of Stark et al. (2013)

shows an excellent agreement with ours at z = 4 � 6,
although at z = 7, they predict a relation with a lower
normalization and a shallower slope than ours.



Stellar Mass - UV Luminosity Relation  
 

-  Constant scatter of 
0.4-0.5 dex (c.f., z=0-2 SF 
main-sequence scatter ~0.3 
dex) 

-  Constant slope (~ -0.5) ~ 
marginally steeper than a 
constant M/L (=-0.4) 

-  Weak redshift evolution in 
the normalization   

 
 
 

o  Red: this study 
o  Blue: z=4 relation (Gonzalez
+11), without nebular emission 
o  Green: Stark+13, corrected 
for nebular emission inferred 
from z=4. 
o  Dark Green: Duncan+14 
o  Salmon Pentagons: Salmon
+14 
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Fig. 8.— whist28 From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred
from the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

luminosity at z > 4 reported by Gonzalez et al. (2011).”
(conroy+13, p26).
* Lee+12: ”If galaxies assemble smoothly over a

timescale comparable to the Hubble time, the majority
of galaxies would form a tight sequence with a slope of
close to unity (Noeske et al. 2007). On the other hand,
in the case of bursty/episodic SF, one should observe sig-
nificant scatter about the mean relation. Unfortunately,
at high redshift, di↵erent studies report conflicting re-
sults. Some find a strong correlation with a tight scatter
(Daddi et al. 2007b; Pannella et al. 2009; Magdis et al.

2010; Lee et al. 2011; Sawicki 2012), while others find
no or weak correlation with larger scatter (Shapley et al.
2005; Reddy et al. 2006; Mannucci et al. 2009). ”

4.1.1. Physical properties of outliers

- dusty or quiescent?
Figure 8 ...

4.2. Stacking analysis and M⇤—M
UV

relation

Despite our deep IRAC data, individual galaxies in
our sample, especially those in faint UV luminosity bins
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FIG. 11.— The evolution of the Schechter function parameters. We fit for evolution with redshift, using our results from z = 4 to 8, and showing those from
Bouwens et al. (2014) for completeness. Contrary to previous studies, we find no significant evolution in M∗. We find moderate (4σ) evolution in α, towards
steeper slopes at higher redshift. The strongest evolution is in the characteristic number density ϕ∗, which evolves to lower values at higher redshift at >5σ
significance.
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FIG. 12.— Left) The evolution of the UV luminosity function from z = 4 to 8, where the circles and lines denote our step-wise and Schechter-parameterized
luminosity functions, respectively. Right) Contours of covariance between α and M∗ at z = 4, 5, 6, 7 and 8. The contours denote the 68% and 95% confidence
levels, while the small circles show the best-fitting values.

at all redshifts, our fiducial values are consistent with the
“magnitude-scatter” values within 10% at M ≥ −21.5, and
typically consistent within 2-3%. The sole exception is in
the brightest bin (−22 at z = 4–6, and −21.5 at z = 7 and 8),
where our fiducial number density values are higher by ∼15-
20% (60% at z = 7, where there is only a single galaxy in this
bin). We thus examine the Schechter fit, to see if this bright-
end difference affects our results. We find that values of both
M∗ and α derived when allowing galaxies to shift between
bins are consistent with our fiducial values within 1%. We
conclude that the relatively small )∼20%) uncertainties in the
absolute magnitudes of our galaxies do not have a significant
impact on our luminosity function results.

6.3. Non-parametric Evolution
Given that our results show that the Schechter functional

parameters may not be a robust method of tracking galaxy
evolution (e.g., a non-evolving value of M∗ does not mean the
galaxy populations are not evolving), we examine the evolu-
tion in a non-parametric way. In Figure 14 we show the evolu-
tion of the step-wise luminosity function, plotting the number
density corresponding to galaxies at MUV = −21 and −19 ver-
sus redshift, showing results from our study as well as from
the literature at a variety of redshifts. This figure highlights
some interesting trends. First off, at high-redshift, we find that

the brighter galaxies are becoming more common faster than
faint-galaxies. This trend halts at z = 4, where bright galax-
ies have the same abundance down to redshift 2, and then
turn over. Faint galaxies, however, continue rising in abun-
dance down to z = 2, where they also turn over. This figure
highlights the phenomenon of downsizing, where bright/large
galaxies grow faster at early times (e.g., Cowie et al. 1996, see
also Lundgren et al. 2014). This is different than the expecta-
tion one would get simply from examining Schechter fits, as
the luminosity functions don’t evolve much over the range 2
< z< 4. Given that the trends here mimic the evolution of the
cosmic SFR density, we fit the function provided by Madau &
Dickinson (2014) to our data for both number densities, given
by

ϕ(z) = A
(1+ z)α

1+ [(1+ z)/B]γ
M⊙ yr−1 Mpc−3. (6)

The evolution with redshift is thus proportional to (1+ z)α at
low redshift, and (1+ z)α−γ at high redshift. Fitting the data in
this way, we confirm that at z > 3, bright galaxies change in
abundance faster, as (1+ z)−4.9±0.4, than faint galaxies, which
go as (1+ z)−3.3±0.3.
Another interesting aspect is to compare the trends ob-

served to our predicted abundance of bright z = 9 galaxies
(see §7), shown as the red circle at z = 9. We find that this

New MF at z=4-7 
New LFs from CANDELS  

(Finkelstein+15, submitted) 

New M – L distribution  
with S-CANDELS data 

New mass function 



One more step toward the intrinsic MF 
- can we recover the intrinsic slope, normalization, and scatter of M-L distribution? 

Mock galaxy simulations 
l  Synthetic galaxy photometry from CANDELS-

SAMS (Somerville; GOODS-S realization) 

l  Populate the M*-MUV plane with mock galaxies 
–   w/ the same # and Muv dist. as the real sample 
–  Log-normal distribution w/ various input slope -

(0.2-0.8) and scatter 

l  Assign realistic errors & perturb photometry 
 

l  SED fitting 

l  Recover M-L distribution  

l  Stacking  

l  Derive the best-fit M-L relation 
(20 realizations for each input slope and redshift) 



The Nitty-Gritty in the Spirit of the Workshop 

Mock Galaxy Simulation Example 



Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Best-fit Masses 

With current dataset, M/L relation hard to be recovered at z>6 with best-fit mass  



Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Best-fit Masses 

With current dataset, M/L relation hard to be recovered at z>6 with best-fit mass  



Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Marginalized Median Masses 

 

-  Bayesian likelihood analysis 
following Kauffmann et al. (2003) 

-  Compute the 4-dimensional 
posterior PDF of [age, dust, 
metallicity, SFH] using the χ2 
array w/ flat priors in parameter 
grids 

-  1D posterior PDF for stellar mass 
marginalized over all the other 
parameters à get median mass 

 

Better in terms of scatter, but be cautious: bias in low S/N data 
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Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Marginalized Median Masses 

Stacking helps, but only to some extent  



Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Marginalized Median Masses 

Stacking helps, but only to some extent  



Mock Galaxy Simulation Example 
Recovered M-L Distribution w/ Marginalized Median Masses 

The intrinsic M-L distribution can be recovered better with prudence   

f(z) 



One more step toward the intrinsic MF 
- can we recover the intrinsic slope, normalization, and scatter of M-L distribution? 

Mock galaxy simulations 
l  Synthetic galaxy photometry from 

CANDELS-SAMS (Somerville; GOODS-S 
realization) 

l  Populate the M-L plane with mock galaxies 
–   w/ the same # and Muv dist. as the real sample 
–  w/ various input slope -(0.2-0.8) and scatter 

l  Assign realistic errors & perturb photometry 

l  Photo-z  

l  SED fitting 

l  Recover M-L distribution  

l  Stacking  

l  Derive the best-fit M-L relation 

M-L slope  
from our real sample 

(20 realizations for each input slope and redshift) 
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Fig. 6.— From upper-left to lower-right, probability distribution
function of the recovered M–L slope as a function of intrinsic slope
at z = 4, 5, 6, 7 in our mock galaxy simulations. For reference, a
1:1 line is shown as the black solid line. The best-fit slope of the
M–L relation and its 1� uncertainty obtained from our real sample
at each redshift are denoted as the red dashed horizontal line and
shaded region, respectively.

Fig. 7.— Probability distribution function of the recovered M–L
normalization as a function of intrinsic normalization at z = 7 &
8 in our mock galaxy simulations, when the slope is fixed to the
intrinsic slope.

ous section and derive the best-fit relation. Above prece-
dures describe a single mock realization of one intrinsic
M–L distribution. We repeat the above procedures 20
times for each input slope and redshift. For each realiza-
tion of a given intrinsic M–L distribution, we estimate
the recovered slope and scatter of the M–L relation.
Figure 6 shows the distribution of output slope at

z = 4� 7 for various input slopes, in which darker color
indicates higher probability. The red dashed horizontal
line and shaded region indicate the best fit slope of the
M–L relation and its 1� uncertainty at each redshift, re-
spectively, measured from our real galaxy sample. From
this simulation, we derive the probability distribution of
intrinsic slope (slope

in

) of the M–L relation given the
observed slope (slope

out

) as:

p(slope
in

|slope
out

) =
p(slope

out

|slope
in

)p(slope
in

)

p(slope
out

)
(1)

We find that, for the given slope observed from our
real sample, the central 68% range of the intrinsic slope
is �(0.48 � 0.54),�(0.46 � 0.52) at z = 4 and z = 5,
respectively, which is comparable with the uncertainty
of the observed slope. However, the broad pdf at z = 6
and z = 7 indicates that it may be hard to constrain
the intrinsic slope with the current data. However, as
the variation in the observed slope from di↵erent studies
(e.g., Duncan et al. 2014; Grazian et al. 2014) is much
smaller, the inferred uncertainty in the intrinsic slope
from our mock galaxy simulation is likely a very conser-
vative upper limit.

5. MASS FUNCTION

5.1. Completeness correction

In this section, we describe the methods adopted to
derive the SMFs of galaxies.
We now convolve the M–L distribution with the ob-

served UV LF to derive SMFs. The LFs we utilize in
this study are from Finkelstein et al. (2014), the analy-
sis of the full CANDELS GOODS-S, GOODS-N, HUDF
and two parallel fields, and MACS0406 parallel field from
the Hubble Frontier Fields dataset (ref). We remind the
reader that these LFs are already corrected for incom-
pleteness and selection e↵ects by detection probability
kernel derived from fake source simulations.
Figure 12 presents our SMFs constructed by four dif-

ferent ways described below.

1. “Raw bootstrapped-MF”: (red open squares)

The “observed” SMF can be constructed by combin-
ing the UV LF with the observed M–L distribution. We
first extract 105 points with �30 < M

UV

< �13 from the
Schechter function of the UV LF. Then, we bootstrap re-
sample the individual points in the observed M-L distri-
bution by assigning stellar mass for each point based on
the observed mass-to-light ratio of our real sample with
similar rest-frame absolute UV magnitude. This method
accounts for outliers, which may be non-negligible frac-
tion of galaxies at z = 4.

The non-negligible spread in stellar mass at fixed rest-
frame absolute UV magnitude as observed in Figure 4
can lead the resulting SMFs with underestimated low-
mass-end slope. Therefore, we need to correct for in-
completeness by assuming the “unobserved” M–L distri-
bution in UV luminosity bins fainter than the current
sensitivity limit. We use three di↵erent incompleteness
correction schemes.

2. “Incompleteness-corrected bootstrapped-MF”: (red
filled squares)

One of reasonable assumptions on the M–L distribu-
tion in the unobserved faint UV luminosity bins would
probably be that the individual points in bright UV bins
represent the intrinsic distribution and can be extended
toward fainter bins. We extend the observed M

UV

–M⇤
distribution toward fainter bins down to M

UV

= �13,
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Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

z=4 



9

Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

z=5 
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Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

z=6 
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Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

z=7 
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Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

z=8 
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Fig. 9.— wltlya

SMFs as a Schechter (1976) function,

�(M)dM = (�⇤/M⇤)⇥ (M/M⇤)↵ exp[�(M/M⇤)]dM
(2)

which is characterized by a power law with a slope of
↵ with an exponential cut-o↵ at mass larger than the
characteristic mass M⇤. The best-fit Schechter functions
are overplotted in Figure 12, and the characteristic mass,
M⇤, low-mass-end slope, ↵, and normalization, �⇤ for our
fiducial asymmetric-scatter SMF are given in Table 2.
The light-red shaded region in Figure 12 indicates 68%

confidence interval of our best-fit Schechter function.
Since each SMF poionts are correlated with each other,
randomly perturbing these points would not be a proper
way to estimate the errors. Thus, we derive the 68%
interval, along with the uncertainty of each Schechter
parameters, as follows.
First, we perturb the Schechter parameters of the

UV LF 1,000 times within the 3-dimensional 2� con-
tour of (L⇤,↵L,�

⇤
L). Then, for each LF generated from

the perturbed Schechter parameters, we assign a ran-
domly chosen M

UV

–M⇤ relation also perturbed within
the 2-dimensional 2� contour of the best-fit relation of
(slope, intercept). The new M–L distribution is then
combined with the new LF to generate a SMF in the
same way that our SMF is constructed. This generates

1,000 mass functions of which the minimum and max-
imum represent 2� upper and lower limit, respectively.
Then, we fit each SMF as a Schechter function. Dur-
ing the Schechter fit, we impose constraints on M⇤ to be
9 < log(M⇤/M�) < 12 and on ↵ to be negative.
We then deduce 1� uncertainty by picking the cen-

tral 68/95⇥100 % in 3-dimensional distribution of the
resulting Schechter parameters. The rejection is done
by first rejecting outliers at 4� level, which represent
poor fits or power-law fits. Then, we reject those with
log(M⇤/M�)=9 or 12, and iteratively reject outliers at
�� = �0.1 level starting from 3.9� until the remaining
reaches 68/95⇥100 %.
This provides an estimate of the 1� uncertainty in the

best-fit Schechter parameters (error bars in Figure 13)
and the SMFs (error bars on � and shaded region in Fig-
ure 12). In short, the errors of SMFs and Schechter pa-
rameters include i) the uncertainty of the best-fit M

UV

–
M⇤ relation and ii) the uncertainty of the Schechter pa-
rameters in the UV LF. Other sources of uncertainties
on the derived SMFs are discussed in Section ??.
The best-fit Schechter parameters, with error bars de-

termined as above, are plotted in Figure 13 as a function
of redshift. From Figure 13, it is clear that our deter-
mination of Schechter parameters indicates a decreasing
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Fig. 21.— Redshift evolution of our asymmetric-scatter SMFs
at z = 4 � 7. For reference, grey thick line denoting z ⇠ 0 SMF
(Baldry et al. 2012) is shown together.

of Figure 7) and the UV magnitude bins brighter than L⇤

are populated by only a handful of galaxies. The lack of
robust constraints on the massive-end of the SMF leads
to a well-known degeneracy between M⇤, ↵, and �⇤, as
shown in Figure 17 of confidence contours of the best-fit
Schechter parameters.
- to do: fit SMF only for bins with ngal gt 10. plot

bins with ngal lt 10 in open? grey? circles.
- mass function determinations (e.g. stellar mass func-

tions: Bundy et al. 2006; Pozzetti et al. 2010; Maraston
et al. 2012)
From Figure 14, it is clear that our SMFs can reach

down to lower masses than those of ??.
, as also noted by many studies (ref)
a significant increase of the number densities of low-

mass galaxies

5.3. Comparison with Previous Works

We compare in this section the SMFs derived in this
work with previous measurements in the literature.
1.1) comparison with low-z studies:
- M* constant at z=0-4 (?) (Ilbert et al. 2013,...) -

Peng (2010): mass quenching
the characteristic mass of 10.4-10.9 is consistent with

those reported by other SMF studies for star-forming
galaxies (e.g., González et al. 2011; Lee et al. 2012)

Fig. 22.— Redshift evolution of our asymmetric-scatter SMFs
at z = 4 � 7. For reference, grey thick line denoting z ⇠ 0 SMF
(Baldry et al. 2012) is shown together.

The observed evolution is mainly driven by the de-
creasing normalization �⇤ rather than a change in M⇤,
consistent with studies at lower redshift (e.g. Ilbert et
al. 2013), but..we find steepening alpha. This steepen-
ing has an implication on the di↵erential mass growh of
galaxies We find stronger evolution for galaxies below
the characteristic mass compared to massive galaxies ? -
no.. the other way. low-mass galaxies are already abun-
dant at high-z, while massive gals show more evolution.
this is robust against di↵erent completeness correction,
as the open squares indicate SMF constructed from the
observed gals and still show more evoltion for massive
gals.
It is interesting that at lower redshifts of z < 4, the

general consensus is that the shape of the SMF does not
change (i.e., constant M⇤ and ↵), but the normalization
evolves. (e.g., Marchesini et al. 2009) This indicates the
physical process ... change
- low-z: double Schechter function results in a better fit

. - turnover from passive low-mass pops? As our sample
is star-forming galaxies, we fit a single Schechter func-
tion. - upturn (Moustakas 2013?) : local SMF when
fitting double schechter function, no indication of the
low-mass-end slope at z lt 3-4 (Baldry+12, Tomczac+13,
Ilbert+13) - Double-Schechter function fit (Baldry+08,
MNRAS, 388,945)

Galaxy Growth at z=4-7 
-  Steep low-mass-end slope (α) 
-  Redshift evolution:  

No evolution in M* 
Steepening α
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Fig. 4.— The evolution of the cosmic star-formation rate density at z ⇠ 4 � 11 in galaxies down to the current detection limits in the
HUDF data corresponding to > 0.7 M� yr�1. The dark red circle corresponds to the SFRD constraints from the HFF cluster A2744 and
parallel field derived here. Green squares show previous estimates combining the CANDELS/GOODS data with the ultra-deep imaging
over the HUDF (see Oesch et al. 2014). Blue triangles correspond to previous estimates from CLASH cluster searches (Bouwens et al.
2012a; Zheng et al. 2012; Coe et al. 2013). The lower redshift SFRD estimates are dust corrected LBG UV LFs from Bouwens et al. (2007,
2012b) with 1� uncertainty indicated by the gray band. Their empirical extrapolation is shown as the upper gray dashed line. Overall, the
data are more consistent with a faster decline, as found in Oesch et al. (2014). This is indicated by the lower dashed line. The orange line
shows an average of several theoretical model predictions shown in Figure 11 of Oesch et al. (2014). These include semi-analytical/empirical
models (Trenti et al. 2010; Lacey et al. 2011; Tacchella et al. 2013) and SPH simulations (Finlator et al. 2011; Jaacks et al. 2013). Also
shown is the SFRD of the Illustris simulation (purple line; Vogelsberger et al. 2014; Genel et al. 2014), slightly shifted to account for IMF
di↵erences in converting UV luminosities to SFRs. All these theoretical models agree with each other within ±0.2 dex, and reproduce the
rapid decline in the observed cosmic SFRD at z > 8 very well.

field and 1.1 z ⇠ 10 sources in the parallel. For the best-
fit LF evolving in �⇤ from Oesch et al. (2014), we predict
0.46 images in the cluster and 0.49 sources in the parallel
field.
If these numbers are similar for all the other five HFF

clusters, the Frontier Field program is thus expected to
find between 6 to 14 new z ⇠ 10 galaxy candidates as-
suming the two di↵erent z ⇠ 10 UV LFs of Oesch et al.
(2014) are representative. We stress, that these num-
bers depend strongly on the exact evolution of the UV
LF at z > 8 (see also Coe et al. 2014). Nevertheless, at
z ⇠ 10 alone, the HFFs are likely to more than double
the number of reliable LBG candidates known to date.

4. THE COSMIC SFRD AT Z ⇠ 10

We now combine the first HFF cluster and blank field
around A2744 to derive a new, independent estimate of
the cosmic SFRD. From Figure 3 it is clear that the two
images of JD1 behind A2744 which satisfy our selection
criteria will result in a higher cosmic SFRD at z ⇠ 10
than we previously determined in the CANDELS-Deep
and XDF/HUDF12 data.
We estimate the HFF constraint on the z ⇠ 10 cosmic

SFRD from the total expected number of galaxy images
per WFC3/IR field relative to the earlier z ⇠ 10 UV LF
estimate by Oesch et al. (2014). In particular, we use
their parametrization for �⇤-only evolution and search
for the normalization, which reproduces two predicted
images in the cluster field.

With the assumed Schechter function parameters of
log �⇤ = �4.27 Mpc�3mag�1, M⇤ = �20.12 mag, and
↵ = �2.02, we predict a total of only 0.46 galaxy im-
ages in the cluster field. Considering the cluster field
alone, finding two images therefore requires a higher
normalization, �⇤, by a factor 4.4+5.7

�2.9

compared to the
XDF/HUDF12 LF. Such an increase would, however, re-
sult in a total of 2.2 predicted galaxies in the HFF paral-
lel blank field, which is marginally inconsistent with not
finding any candidate with J

125

� H
160

> 1.2.
We combine the two constraints from the HFF cluster

and parallel field by multiplying the Poissonian proba-
bilities of finding 2 or 0 sources in the two fields, respec-
tively, for a given UV LF normalization �⇤. This results
in a combined best fit of log �⇤ = �3.9+0.3

�0.5

Mpc�3mag�1,
which is completely consistent, but 0.4 ± 0.4 dex higher
than found in the ultra-deep fields.
Using this LF normalization, we estimate a cosmic

SFRD from the A2744 fields of log ⇢̇⇤ = �2.8+0.3

�0.5

M� yr�1 Mpc�3 integrated down to a SFR of 0.7
M� yr�1. This is shown in Figure 4, where we also plot
the previous estimates for comparison.
While the new constraint from the A2744 HFF fields

is clearly higher than the previous ultra-deep field con-
straints, it is consistent with the rapid decline across
z ⇠ 8 to z ⇠ 10 that is predicted by theoretical mod-
els. In particular Fig 4 also shows the average SFRD
evolution of a series of semi-analytical/empirical models
(Trenti et al. 2010; Lacey et al. 2011; Tacchella et al.

(Oesch+2014) 

Imprint on MF 
of the sudden 
drop in SFRD  

at z>8 ? 
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TABLE 1

Asymmetric-scatter Galaxy stellar mass function

log M⇤ log �
(M�) (dex�1 Mpc�3)

z = 4 z = 5 z = 6 z = 7

7.25 -1.368 (+0.109,-0.109) -1.543 (+0.143,-0.124) -1.398 (+0.277,-0.306) -0.795 (+0.239,-0.906)
7.75 -1.563 (+0.126,-0.108) -1.798 (+0.130,-0.096) -1.792 (+0.267,-0.248) -1.111 (+0.459,-0.966)
8.25 -1.762 (+0.079,-0.135) -2.042 (+0.098,-0.086) -2.153 (+0.192,-0.230) -1.616 (+0.717,-0.850)
8.75 -2.057 (+0.093,-0.088) -2.305 (+0.073,-0.073) -2.546 (+0.140,-0.202) -2.224 (+0.911,-0.647)
9.25 -2.376 (+0.072,-0.070) -2.646 (+0.049,-0.073) -2.980 (+0.114,-0.180) -2.842 (+0.857,-0.524)
9.75 -2.759 (+0.070,-0.058) -3.010 (+0.032,-0.061) -3.479 (+0.111,-0.139) -3.564 (+0.706,-0.368)
10.25 -3.262 (+0.066,-0.077) -3.417 (+0.037,-0.096) -4.073 (+0.119,-0.152) -4.408 (+0.511,-0.261)
10.75 -4.047 (+0.196,-0.044) -4.004 (+0.078,-0.158) -5.033 (+0.220,-0.172) -4.965 (+0.034,-0.866)
11.25 -4.976 (+0.314,-0.143) -4.804 (+0.135,-0.220) -5.970 (+0.068,-0.937) -6.207 (+0.250,-3.022)
11.75 -7.223 (+1.596,-0.085) -6.228 (+0.731, 0.112) -8.573 (+0.845,-1.218) -8.830 (+1.523,******)

Fig. 19.— From upper � left to lower � right, confidence con-
tours of the Schechter parameters for the asymmetric-scatter SMF
at the 68% and 95% level at z = 4, 5, 6, 7. The best-fit values
and their 1� uncertainties are denoted as filled circles and error
bars on contours, as well as the vertical solid and dashed lines on
histograms.

Fig. 20.— Redshift evolution of the best-fit Schechter parame-
ters for the asymmetric-scatter SMFs. We find the low-mass-end
slope, ↵, evolves toward a steeper value with increasing redshift,
asymptoting the faint-end slope of the UV LF. We observe no sig-
nificant evolution in M⇤.

UV-selected galaxies) indicates that they are in broad
agreement with our results, with a modest disgreement
found at the low-mass-end.
Figure 18 all converted to a Salpeter IMF.
Overall, both Grazian et al. (2014) and Duncan et al.

(2014) at similar redshifts are in excellent agreement with

Fig. 21.— Redshift evolution of the best-fit Schechter parame-
ters for the asymmetric-scatter SMFs. We find the low-mass-end
slope, ↵, evolves toward a steeper value with increasing redshift,
asymptoting the faint-end slope of the UV LF. We observe no sig-
nificant evolution in M⇤.

Fig. 22.— Redshift evolution of the best-fit Schechter parame-
ters for the asymmetric-scatter SMFs. We find the low-mass-end
slope, ↵, evolves toward a steeper value with increasing redshift,
asymptoting the faint-end slope of the UV LF. We observe no sig-
nificant evolution in M⇤.

TABLE 2

Schechter function parameters of the asymmetric-scatter

SMFs

z log M⇤ ↵M �⇤

(M�) (10�5 Mpc�3)

4 10.62 (10.68 – 10.86) -1.58 (-1.55 – -1.72) 26 (9.3 – 26)
5 10.94 (10.81 – 11.09) -1.64 (-1.56 – -1.77) 7.4 (3.9 – 9.6)
6 10.61 (10.58 – 11.11) -1.85 (-1.78 – -2.14) 2.9 (2.0 – 4.5)
7 10.50 (10.28 – 11.25) -2.02 (-1.34 – -2.29) 3.3 (0.043 – 142)

Note. — The quoted 1� errors include the uncertainty of the UV LF and

M-L relation.

our results except at the low mass end.
In general, our data points are in excellent agreement

with the results from Grazian et al. (2014) from a com-
parable survey area, but as they restrict their analysis to
high stellar mass (inferred from passive SED from SPS?)
and use shallower IRAC data, their mass functions does
not reach deep, probing only ⇠ 1 dex below the M⇤ at
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Fig. 29.— Evolution of stellar mass density (SMD) as a func-
tion of redshift. The SMDs are obtained by integrating the best-
fit Schechter function for the asymmetric-scatter SMF between
M⇤ = 108 and 1013 M� (red circles). The error bars indicates
the minimum and maximum allowed values within the 1� contour
of the Schechter parameters. Small symbols are compilation of the
SMD from literature converted to a Salpeter IMF by Madau &
Dickinson 2014 (in the same colors and symbols) and more recent
estimates (Stark et al. 2013; Duncan et al. 2014; Grazian et al.
2014), among which the legend list SMD estimates at the redshift
range comparable to our study (z & 4). Solid black curve marks
parameterization of integral of SFRD from Madau & Dickinson
(2014) after gas recycling (R=0.27) accounted for. For reference,
we denote fractions of local SMD measurement (Baldry et al. 2012)
as horizontal dotted lines. Overall, our new measurements show
a good agreement with previous studies, and indicates a factor of
4+51
�4 increase in SMD from z = 7 to z = 4, with 1, 3, 5 % of of the

present day SMD being formed at z > 6, 5, 4, respectively.

be reduced to be statistically unsignificant.
Our estimates imply that the SMD has increased by a

factor of 4+51

�4

from z = 7 to z = 4, with 1, 3, 5 % of
the present day SMD being formed at z > 6, 5, 4, respec-
tively. If we reject our SMD estimate at z = 7, of which
error bars are large, the SMD evolution between z = 6
and z = 4 reduces to a factor of 5+14

�3.7

increase.
The inferred steep low-mass-end slope at high-redshift

indicates that the contribution of low mass galaxies that
we are missing (M⇤ < 108 M�) on the total SMD may
be significant if the extension of the Schechter fit is valid
at smaller mass than probed by our sample.
We also compare our estimates of the SMD with the

integral of SFRD. In Figure 29, the black solid line in-
dicates parameterization by Madau & Dickinson (2014)
of the integral of SFRD (accounted for a gas recycling
fraction of R = 0.27 for a Salpeter IMF).
Model predictions from ?
down to logM/Msun=8.
to the same mass limit as that of previous studies
- check SMD integral mass limit in other studies.
** conroy+13: “Numerous authors have demonstrated

that the evolution of the cosmic star formation rate and
cosmic stellar mass density are mutually inconsistent but
can be brought into agreement by adopting a top-heavy
IMF (Hopkins & Beacom 2006, Dave 2008, Wilkins,
Trentham & Hopkins 2008). However, recent improve-
ment in the modeling of the data, including luminosity-
dependent dust corrections, rising SFHs, and revised val-
ues of the faint end slope of the mass function have rec-
onciled the cosmic star formation and mass densities de-
rived with standard IMFs (Reddy & Steidel 2009, Pa-
povich et al. 2011, Behroozi, Wechsler & Conroy 2012).”
(p.55)

7. DISCUSSION

7.1. Low-mass-end slope

(from talk) d good news is that there seems to be no
bias in our mass estimation, which means the slope of our
M-L relation is likely robust. However,the slope of the
M-L relation is not a single factor to determine the low-
mass-end slope of SMF, because the scatter also matters.
If scatter in the M-L distribution increases toward lower
mass bins, it would result in a flatter low-mass-end slope,
as there are more galaxies scattered into high mass bins
than the other way. And this plot shows that low mass
galaxies have larger scatter in the recovered mass. That
is, our inferred low-mass-end slope may have been artifi-
cially flattened than the intrinsic one. ) And we will pos-
sibly quantify and correct for the bias and scatter from
this simulation. So currently, were thinking about how to
fully exploit these simulations and how further well cor-
rect our derived SMF based on these experiments. So if
you have any suggestions or opinions, please let us know.
And then hopefully, well be able to better answer the
reliability of our low-mass-end slope.
Well, the bigger problem is that we dont really know

the intrinsic scatter. The scatter at high mass may be
larger than we think. Here, this paper from ZFOURGE
survey found that at z 4, more than half of massive galax-
ies are either quiescent or dusty star-forming galaxies,
which are very faint in rest-uv. They claim that their
progenitors should be either very UV-bright galaxies or
dusty star forming galaxies but the observed number den-
sity of UV-bright galaxies is not enough. In this context,
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Fig. 5.— From upper-left to lower-right, stellar mass vs. rest-frame UV luminosity at z = 4, 5, 6, 7. For reference, SFR inferred from
the UV luminosity and the Kennicutt (1998) conversion assuming no dust is shown in the upper x-axis. Small dark grey filled circles
indicate objects with IRAC detection (& 2� at 3.6 µm), while light-grey filled circles are those with non-detections in IRAC (< 2� at 3.6
µm). Error bars represent the 68% confidence intervals in stellar mass and UV luminosity. Large black circles are median stellar mass
in each UV luminosity bin of 0.5 mag, among which red filled circles indicate bins with MUV < �17 and more than 10 (for z=4,5,6) or
5 (for z=7) galaxies. Error bars are standard deviation in stellar mass in each UV luminosity bin. Blue stars indicate the median mass
marginalized over all other parameters from our stacking analysis in Section 4.2. Error bars on them denote the 1� uncertainty, including
both photometric error and sample variance. We derive the best-fit relation (blue solid line) by fitting these blue filled stars, and denote
1� uncertainty of the best-fit MUV —M⇤ relation as the light-blue shaded region. We find that the best-fit relation is either consistent
within the uncertainty with (at z = 4, 7), or marginally steeper than (at z = 5, 6), a constant mass-to-light ratio (grey dashed line) and
show no noticeable evolution between z = 4 and z = 7. For comparison, the MUV—M⇤ relation at z ⇠ 4 from González et al. (2011)
and at corresponding redshift from Stark et al. (2013) are shown together as the blue and green dashed lines, respectively. Also shown in
cyan diamonds are data points at z = 4 & 5 from Lee et al. (2012). The grey arrows and horizontal error bars at the bottom show the
characteristic UV magnitude, L⇤, of the UV LF (Finkelstein et al. 2014) at each redshift. Grey dotted lines indicate minimum mass-to-light
ratio allowed in our stellar population synthesis models.

with the inferred (dust-uncorrected) SFRs down to 2 or-
ders of magnitude lower than that on the M-L relation
(to be derived in the following section). Identified as the
ones lying o↵ the best-fit relation by more than 1 dex,
these outliers take up 6% (155/2624) of the total sample
at z = 4. The fraction is observed to decrease as redshift
increases to 3% (12/365) at z = 6. At z = 7, somewhat
increased fraction of 5% (9/172) corresponds to these
populations, but the large observational uncertainty may
have contributed (Section 4.3). This increasing fraction
of massive and UV-faint galaxy populations from z = 7

and z = 4 implicates either that we may be witnessing
the formation of dusty SF or quiescent populations that
are very rare at high redshift (z ⇠ 6�7) or that the duty
cycle of those populations at high redshift is lower than
that at low-redshift (with star-forming time scale much
longer than 100 Myr) so that fewer such galaxies are
observed with the current flux limit at higher redshift.
Given the young age of the universe at high redshift,
the latter requires a very early and fast growth of stellar
mass for those galaxies that are completely quenched or
highly dust extincted by z ⇠ 7. As we do not see such
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FIG. 11.— The evolution of the Schechter function parameters. We fit for evolution with redshift, using our results from z = 4 to 8, and showing those from
Bouwens et al. (2014) for completeness. Contrary to previous studies, we find no significant evolution in M∗. We find moderate (4σ) evolution in α, towards
steeper slopes at higher redshift. The strongest evolution is in the characteristic number density ϕ∗, which evolves to lower values at higher redshift at >5σ
significance.
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FIG. 12.— Left) The evolution of the UV luminosity function from z = 4 to 8, where the circles and lines denote our step-wise and Schechter-parameterized
luminosity functions, respectively. Right) Contours of covariance between α and M∗ at z = 4, 5, 6, 7 and 8. The contours denote the 68% and 95% confidence
levels, while the small circles show the best-fitting values.

at all redshifts, our fiducial values are consistent with the
“magnitude-scatter” values within 10% at M ≥ −21.5, and
typically consistent within 2-3%. The sole exception is in
the brightest bin (−22 at z = 4–6, and −21.5 at z = 7 and 8),
where our fiducial number density values are higher by ∼15-
20% (60% at z = 7, where there is only a single galaxy in this
bin). We thus examine the Schechter fit, to see if this bright-
end difference affects our results. We find that values of both
M∗ and α derived when allowing galaxies to shift between
bins are consistent with our fiducial values within 1%. We
conclude that the relatively small )∼20%) uncertainties in the
absolute magnitudes of our galaxies do not have a significant
impact on our luminosity function results.

6.3. Non-parametric Evolution
Given that our results show that the Schechter functional

parameters may not be a robust method of tracking galaxy
evolution (e.g., a non-evolving value of M∗ does not mean the
galaxy populations are not evolving), we examine the evolu-
tion in a non-parametric way. In Figure 14 we show the evolu-
tion of the step-wise luminosity function, plotting the number
density corresponding to galaxies at MUV = −21 and −19 ver-
sus redshift, showing results from our study as well as from
the literature at a variety of redshifts. This figure highlights
some interesting trends. First off, at high-redshift, we find that

the brighter galaxies are becoming more common faster than
faint-galaxies. This trend halts at z = 4, where bright galax-
ies have the same abundance down to redshift 2, and then
turn over. Faint galaxies, however, continue rising in abun-
dance down to z = 2, where they also turn over. This figure
highlights the phenomenon of downsizing, where bright/large
galaxies grow faster at early times (e.g., Cowie et al. 1996, see
also Lundgren et al. 2014). This is different than the expecta-
tion one would get simply from examining Schechter fits, as
the luminosity functions don’t evolve much over the range 2
< z< 4. Given that the trends here mimic the evolution of the
cosmic SFR density, we fit the function provided by Madau &
Dickinson (2014) to our data for both number densities, given
by

ϕ(z) = A
(1+ z)α

1+ [(1+ z)/B]γ
M⊙ yr−1 Mpc−3. (6)

The evolution with redshift is thus proportional to (1+ z)α at
low redshift, and (1+ z)α−γ at high redshift. Fitting the data in
this way, we confirm that at z > 3, bright galaxies change in
abundance faster, as (1+ z)−4.9±0.4, than faint galaxies, which
go as (1+ z)−3.3±0.3.
Another interesting aspect is to compare the trends ob-

served to our predicted abundance of bright z = 9 galaxies
(see §7), shown as the red circle at z = 9. We find that this
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Fig. 21.— Redshift evolution of our asymmetric-scatter SMFs
at z = 4 � 7. For reference, grey thick line denoting z ⇠ 0 SMF
(Baldry et al. 2012) is shown together.

of Figure 7) and the UV magnitude bins brighter than L⇤

are populated by only a handful of galaxies. The lack of
robust constraints on the massive-end of the SMF leads
to a well-known degeneracy between M⇤, ↵, and �⇤, as
shown in Figure 17 of confidence contours of the best-fit
Schechter parameters.
- to do: fit SMF only for bins with ngal gt 10. plot

bins with ngal lt 10 in open? grey? circles.
- mass function determinations (e.g. stellar mass func-

tions: Bundy et al. 2006; Pozzetti et al. 2010; Maraston
et al. 2012)
From Figure 14, it is clear that our SMFs can reach

down to lower masses than those of ??.
, as also noted by many studies (ref)
a significant increase of the number densities of low-

mass galaxies

5.3. Comparison with Previous Works

We compare in this section the SMFs derived in this
work with previous measurements in the literature.
1.1) comparison with low-z studies:
- M* constant at z=0-4 (?) (Ilbert et al. 2013,...) -

Peng (2010): mass quenching
the characteristic mass of 10.4-10.9 is consistent with

those reported by other SMF studies for star-forming
galaxies (e.g., González et al. 2011; Lee et al. 2012)

Fig. 22.— Redshift evolution of our asymmetric-scatter SMFs
at z = 4 � 7. For reference, grey thick line denoting z ⇠ 0 SMF
(Baldry et al. 2012) is shown together.

The observed evolution is mainly driven by the de-
creasing normalization �⇤ rather than a change in M⇤,
consistent with studies at lower redshift (e.g. Ilbert et
al. 2013), but..we find steepening alpha. This steepen-
ing has an implication on the di↵erential mass growh of
galaxies We find stronger evolution for galaxies below
the characteristic mass compared to massive galaxies ? -
no.. the other way. low-mass galaxies are already abun-
dant at high-z, while massive gals show more evolution.
this is robust against di↵erent completeness correction,
as the open squares indicate SMF constructed from the
observed gals and still show more evoltion for massive
gals.
It is interesting that at lower redshifts of z < 4, the

general consensus is that the shape of the SMF does not
change (i.e., constant M⇤ and ↵), but the normalization
evolves. (e.g., Marchesini et al. 2009) This indicates the
physical process ... change
- low-z: double Schechter function results in a better fit

. - turnover from passive low-mass pops? As our sample
is star-forming galaxies, we fit a single Schechter func-
tion. - upturn (Moustakas 2013?) : local SMF when
fitting double schechter function, no indication of the
low-mass-end slope at z lt 3-4 (Baldry+12, Tomczac+13,
Ilbert+13) - Double-Schechter function fit (Baldry+08,
MNRAS, 388,945)

l  Combining HST and Spitzer/
IRAC data is extremely powerful 
to probe the stellar mass build-up 
out to z=7! 

l  New MFs at z=4-7 now with 
–  a factor of magnitude increased 

sample 
–  the deepest Spitzer/IRAC data 

yet-to-date with a deblending 
photometry 

–  credibility test via mock galaxy 
simulations 


