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Summary	  of	  Science	  Papers	  
 
Due	   to	   the	   inevitable	   gestation	   period,	   science	   papers	   that	   have	   genuinely	   benefitted	   from	  
ASTRODEEP	   funding	   have	   only	   been	   completed	   and	   submitted	   towards	   the	   end	   of	   2013.	  	  
Nevertheless,	   we	   can	   already	   report	   on	   6	   refereed	   journal	   papers	   that	   have	   now	   been	  
submitted	   for	   publication.	   These	  papers	   all	   present	   significant	   scientific	   advances	   based	  on	  
early	  versions	  of	  catalogues	  within	  the	  key	  survey	  fields	  that	  are	  the	  focus	  of	  the	  ASTODEEP	  
project.	  In	  several	  cases	  the	  analysis	  undertaken	  en	  route	  to	  science	  results	  has	  revealed	  both	  
the	   strengths	   and	   deficiencies	   of	   existing	   catalogues,	   reaffirming	   the	   central	   premise	   of	  
ASTRODEEP	   that	   high-‐quality	   data	   products	   can	   only	   be	   produced	   and	   validated	   in	  
conjunction	  with	  cutting-‐edge	  research.	  	  Below	  we	  provide	  a	  brief	  summary	  of	  the	  key	  results	  
from	  each	  of	  these	  papers,	  describing	  in	  each	  case	  the	  status	  of	  the	  new	  datasets	  from	  which	  
they	  were	  derived.	  
	  
Bowler,	  Dunlop	  et	  al.,	  2013,	  MNRAS,	  submitted	  (arXiv:1312.5643)	  	  
“The	   bright	   end	   of	   the	   galaxy	   luminosity	   function	   at	   z	   ~	   7:	   before	   the	   onset	   of	   mass	  
quenching?”	  
This	  paper	  presents	   the	   first	   science	   results	  based	  on	   the	   second	  data	   release	   (DR2)	  of	   the	  
UltraVISTA	   survey,	   and	   the	   latest	   (DR10)	   release	   from	   the	   UKIDSS	   UDS	   survey.	   These	   two	  
surveys	   are	   providing	   the	   key	   near-‐infrared	   imaging	   across	   the	   two	   largest	   (degree-‐scale)	  
fields	   to	   be	   analysed	   within	   the	   ASTRODEEP	   project.	   However,	   the	   proper	   exploitation	   of	  
these	   data	   in	   the	   study	   of	   high-‐redshift	   galaxies	   requires	   that	   they	   be	   combined	   in	   a	  
resolution-‐matched	  way	  with	  optical	  (Subaru	  and	  CFHT)	  and	  mid-‐infrared	  (Spitzer)	  data.	   In	  
this	   study	   a	   first	   version	   of	   such	   a	   combined	  multi-‐wavelength	   catalogue	   has	   been	   used	   to	  
produce	  a	  new	  sample	  of	  ~35	  luminous	  galaxies	  at	  redshift	  z	  ~	  7.	  The	  most	  important	  result	  is	  
that	   such	   galaxies	   appear	   to	   be	   more	   numerous	   than	   expected	   based	   on	   the	   standard	  
(Schecter	   function)	   extrapolation	   from	   the	   number	   density	   of	   fainter	   z	   ~	   7	   galaxies	   (as	  
revealed	  by	  smaller-‐area	  deeper	  surveys	  with	  HST).	   	   Interestingly,	   this	  suggests	   the	   form	  of	  
the	  bright–end	  of	  the	  galaxy	  luminosity	  function	  at	  z	  ~7	  simply	  mirrors	  the	  high-‐mass	  end	  of	  
the	  dark-‐matter	  halo	  mass	  function,	  and	  hence	  that	  the	  physical	  mechanism	  which	  produces	  
the	  very	  steep	  decline	  in	  the	  number	  of	   luminous	  galaxies	  seen	  in	  the	   low-‐redshift	  Universe	  
has	   yet	   to	   impact	   on	   the	   galaxy	  population	   at	   z	  ~7	   (within	   the	   first	   billion	   years	   of	   cosmic	  
time).	  While	  undertaking	  the	  analysis	  reported	  in	  this	  paper,	  a	  problem	  was	  uncovered	  with	  
the	  calibration	  of	   the	  UltraVISTA	  DR1	  Y-‐band	  data,	  and	  this	  has	  now	  been	  corrected	   in	  DR2	  
(once	  again	  emphasizing	  the	  importance	  of	  catalogue	  production	  proceeding	  in	  parallel	  with	  
scientific	  validation).	  
	  
We	  attach	  here	  the	  submitted	  paper.	  
	  
	  
Rogers,	  McLure,	  Dunlop	  et	  al.,	  2013,	  MNRAS,	  submitted	  (arXiv:1312.4975)	  
“The	  colour	  distribution	  of	  galaxies	  at	  redshift	  five”	  
This	   paper	   presents	   new	   results	   on	   the	   colours	   of	   high-‐redshift	   galaxies,	   this	   time	   at	   z~5,	  
where	   the	   higher	   signal-‐noise	   and	   additional	   rest-‐frame	   coverage	   of	   the	   galaxy	   spectral	  
energy	   distributions	   enables	   more	   detailed	   study	   of	   the	   controversial	   issue	   of	   the	   galaxy	  
colour-‐magnitude	   relation	   (CMR)	   than	   at	   higher	   redshifts.	   Crucially,	   in	   order	   to	   achieve	  
maximum	   dynamic	   range	   in	   luminosity,	   this	   work	   relies	   on	   combining	   ground-‐based	   and	  
space-‐based	  (HST)	  imaging,	  a	  key	  focus	  of	  AstroDEEP.	  The	  galaxy	  samples	  and	  the	  associated	  
galaxy	  photometry	  was	  derived	  from	  the	  HUDF12	  imaging	  in	  the	  Hubble	  Ultra	  Deep	  Field,	  the	  
HST	  CANDELS	  imaging	  in	  the	  GOODS	  North	  and	  South	  fields,	  and	  the	  ground-‐based	  imaging	  in	  
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the	  UKIDSS	  UDS	  field.	  The	  paper	  presents	  two	  key	  results.	  First,	  it	  reaffirms	  and	  clarifies	  the	  
form	   of	   the	   colour-‐magnitude	   relation	   at	   z~5.	   Second,	   it	   presents	   the	   first	   statistically-‐
significant	  evidence	  for	  a	  scatter	  in	  intrinsic	  colour	  at	  the	  redshifts,	  a	  variation	  which	  appears	  
to	  increase	  with	  increasing	  UV	  luminosity.	  The	  conclusion	  is	  that	  the	  increasing	  width	  of	  the	  
intrinsic	   galaxy	   colour	   distribution	   and	   the	   CMR	   itself	   are	   both	   plausibly	   explained	   by	   a	  
luminosity	  independent	  lower	  limit	  on	  UV	  slope,	  combined	  with	  an	  increase	  in	  the	  fraction	  of	  
red	  galaxies	  with	  increasing	  UV	  luminosity.	  
	  
We	  attach	  here	  the	  submitted	  paper.	  
	  
	  
Castellano,	  Sommariva,	  Fontana	  et	  al.	  2013,	  A&A,	  submitted	  
“Constraints	   on	   the	   star-‐formation	   rate	   of	   z∼3	   LBGs	   with	   measured	   metallicity	   in	   the	  
CANDELS	  GOODS-‐South	  field”	  
This	  paper	  is	  focused	  on	  the	  properties	  of	  galaxies	  at	  somewhat	  lower	  redshift,	  at	  z~3	  which	  
corresponds	  to	  the	  peak	  epoch	  of	  star-‐formation	  activity	  in	  the	  Universe.	  The	  paper	  exploits	  
the	  latest	  photometry	  in	  the	  GOODS	  South	  field	  to	  enable	  detailed	  fitting	  of	  the	  spectral	  energy	  
distributions	   (SEDs)	   of	   a	   subset	   of	   z~3	   galaxies	  which	  possess	   spectroscopic	   redshifts.	   The	  
power	  of	  this	  approach	  is	  that	  the	  spectroscopy	  not	  only	  provides	  the	  reassurance	  of	  accurate	  
redshifts,	  but	  also	  helps	  to	  break	  some	  the	  degeneracies	  which	  often	  plague	  the	  extraction	  of	  
robust	  physical	  parameters	  from	  SED	  fitting	  based	  purely	  on	  photometry.	  One	  key	  conclusion	  
is	   confirmation	   that	   the	   appropriate	  metallicity	   to	   use	   in	   the	   fitting	   is	  ~0.1	   times	   the	   solar	  
value.	   	   Adopting	   this	  metallicity,	   and	   then	   fitting	   a	   range	   of	   star-‐formation	   histories	   to	   the	  
combined	   optical-‐infrared	   photometry,	   yields	   star-‐formation	   rates	   for	   these	   objects	   which	  
suggest	   that	   the	   star-‐formation	   density	   at	   z~3	   is	   even	   higher	   than	   previously	   thought.	  We	  
note	  that	   this	  paper	  also	  makes	  use	  of	   the	  new	  near-‐infrared	  data	   in	   the	  GOODS-‐South	   field	  
provided	  by	  members	  of	  our	  team	  through	  the	  VLT	  Hawk-‐I	  HUGS	  program,	  and	  thus	  provides	  
another	  example	  of	   the	   importance	  of	   coherently	  combining	  ground-‐based	  and	  space-‐based	  
data.	  
	  
We	  attach	  here	  the	  submitted	  paper.	  A	  revised	  version	  addressing	  referee’s	  comments	  will	  be	  
submitted	  soon.	  
	  
Sommariva,	  Fontana	  et	  al.,	  2013,	  A&A,	  submitted	  
“A	  mass	  threshold	  in	  the	  number	  density	  of	  passive	  galaxies	  at	  z∼2”	  
This	  paper	  again	  utilizes	  the	  new	  HUGS	  K-‐band	  data	  in	  tandem	  with	  existing	  HST	  and	  ground-‐
based	  data,	  but	  this	  time	  in	  both	  the	  GOODS-‐South	  and	  UDS	  fields,	  and	  in	  the	  study	  of	  passive	  
galaxies	  at	   redshifts	  z~2.	   	  Once	  again	   the	   importance	  of	  properly	  matching	   the	  space-‐based	  
and	   ground-‐based	   photometry	   is	   emphasized,	   as	   here	   use	   is	  made	   of	  well-‐established	   BzK	  
colour-‐criteria	  to	  select	  galaxies	  at	  z	  ~2	  in	  which	  star-‐formation	  activity	  has	  been	  quenched.	  
The	  key	  breakthrough	   enabled	  here	   is	   that,	   by	   extending	   the	   study	  of	  BzK	   selected	  passive	  
galaxies	   a	   magnitude	   fainter	   than	   was	   previously	   possible,	   this	   work	   has	   revealed	   a	   clear	  
turnover	  in	  the	  number	  density	  of	  quiescent	  galaxies	  below	  a	  stellar	  mass	  threshold	  of	  M*	  ~	  
1010.8	   solar	  masses.	   	   This	   result	   confirms	   (and	   better	   quantifies)	   previous	   suggestions	   that	  
passive	  galaxies	  are	  confined	  to	  the	  high-‐mass	  regime	  at	  these	  redshifts,	  and	  comparison	  with	  
the	  predictions	  of	  various	  current	  models	  of	  galaxy	   formation	  shows	   that	  none	  of	   them	  can	  
properly	   reproduce	   this	   key	   feature	   of	   the	   evolving	   galaxy	   population.	   This	   work	   thus	  
demonstrates	  that	  the	  evolving	  mass	  function	  of	  passive	  galaxies	  continues	  to	  present	  one	  of	  
the	  key	  challenges	  for	  proposed	  models	  of	  galaxy	  formation	  and	  evolution.	  
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We	  attach	  here	  the	  submitted	  paper,	  including	  revision	  after	  referee’s	  report.	  
	  
Fontana,	  Dunlop	  et	  al.,	  2013,	  A&A,	  	  submitted	  
“The	   Hawk-‐I	   UDS	   and	   GOODS	   Survey	   (HUGS):	   Survey	   Design	   and	   Deep	   K-‐band	   Number	  
Counts”	  
This	  paper	  presents	   the	   survey	  design	  of	   the	  near-‐infrared	  Hawk-‐I	  UDS	  and	  GOODS	  Survey	  
(HUGS)	   that	   was	   utilized	   in	   the	   afore-‐mentioned	   two	   studies.	   It	   also	   exploits	   these	   new,	  
deepest-‐ever	   K-‐band	   data	   to	   explore	   the	   K-‐band	   galaxy	   number	   counts	   to	   previously	  
unexplored	  depths.	  This	  is	  a	  crucial	  dataset	  for	  many	  studies	  of	  distant	  galaxies	  because	  HST	  
is	  not	   capable	  of	   imaging	  at	  wavelengths	   longer	   than	  1.6	  microns.	  By	  providing	  deep,	  high-‐
quality	  (0.4	  arcsec	  seeing)	  imaging	  at	  2.2	  microns,	  HUGS	  fills	  a	  crucial	  gap	  in	  spectral	  coverage	  
between	   the	   HST	   and	   Spitzer	   data	   in	   two	   of	   the	   CANDELS	   survey	   fields.	   This	   paper	  
demonstrates	  that	  the	  HUGS	  K-‐band	  data	  are	  well-‐matched	  in	  depth	  to	  the	  CANDELS	  HST	  H-‐
band	   imaging,	  validating	   the	  approach	   taken	   in	  designing	   the	  survey.	   It	   also	   shows	   that	   the	  
slope	   of	   the	   deep	   K-‐band	   galaxy	   number	   counts	   depends	   sensitively	   on	   the	   assumed	  
distribution	  of	  galaxy	  sizes,	  with	  potential	  impact	  on	  the	  estimated	  extra-‐galactic	  background	  
light	  
	  
We	  attach	  here	  the	  submitted	  paper.	  
	  
	  
	  Vanzella,	  Fontana	  et	  al.,	  2013,	  ApJ,	  2013,	  submitted	  
“LBT/MODS1	  spectroscopic	   confirmation	  of	   two	   faint	   sources	  at	   z=6.4	  magnified	  by	   the	  
CLASH	  /	  Frontier	  Fields	  cluster	  MACSJ0717.5+3745:	  towards	  the	  characterization	  of	  star-‐
forming	  galaxies	  at	  the	  epoch	  of	  reionization”	  
This	  paper	  presents	  some	  of	  the	  very	  first	  results	  from	  analysis	  of	  the	  first	  HST	  Frontier	  Fields	  
dataset.	   Specifically,	   the	   paper	   presents	   spectroscopic	   results	   from	   the	   Large	   Binocular	  
Telescope	   which	   show	   that	   two	   of	   the	   faint	   galaxies	   gravitationally	   lensed	   by	   the	   galaxy	  
cluster	  MACS0717.5+3745	  lie	  at	  redshift	   	  z	  =	  6.4.	   	  This	  redshift	   information,	   in	  tandem	  with	  
the	  deep	  multi-‐wavelength	  HST	  imaging	  enables	  study	  of	  the	  SEDs	  of	  two	  faint	  z~6.4	  galaxies,	  
galaxies	  which	  have	   lower	   luminosities	   than	   those	  which	   can	  be	   studied	  without	   the	   aid	  of	  
gravitational	   lensing.	   These	   galaxies	   are,	   as	   expected,	   compact	   and	   of	   low	   stellar	   mass.	  
However,	   perhaps	   the	   most	   interesting	   finding	   is	   that	   they	   seem	   to	   be	   extremely	   blue,	  
displaying	  a	  UV	  continuum	  shape	  that	  appears	  to	  reflect	  the	  presence	  of	  extremely	  young	  and	  
extremely	  low	  metallicity	  stellar	  populations.	  
	  
We	  attach	  here	  the	  submitted	  paper.	  
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ABSTRACT
We present the results of a new search for bright star-forming galaxies at z ' 7
within the UltraVISTA DR2 and UKIDSS UDS DR10 data, which together provide
1.65 deg2 of near-infrared imaging with overlapping optical and Spitzer data. Using
a full photometric redshift fitting analysis to identify high-redshift galaxies and reject
contaminants, we have selected a sample of 34 luminous (−22.7 < MUV < −21.2)
galaxies in the redshift range 6.5 < z < 7.5. Crucially, the deeper imaging provided
by UltraVISTA DR2 confirms all of the robust objects previously uncovered from
the DR1 data by Bowler et al. (2012), validating our selection technique. Our new
expanded galaxy sample includes the most massive galaxies known at z ' 7 with
M? ∼ 1010M�, and the majority are resolved in the ground-based imaging, consistent
with a larger intrinsic size (r1/2 ' 1−1.5 kpc) than that found for less massive galaxies
at comparable redshifts (a result supported by the HST WFC3/IR imaging of four of
our galaxies). From our final robust sample, we determine the form of the bright end of
the rest-frame UV galaxy luminosity function (LF) at z ' 7 using a 1/Vmax estimator.
Our results now provide strong evidence that the bright end of the z = 7 LF does
not decline as steeply as predicted by the Schechter function fitted to fainter data. We
consider carefully, and exclude the possibility that this result could be a consequence
of either gravitational lensing, or significant contamination of our high-redshift galaxy
sample by active galactic nuclei (AGN). Rather our results favour a double power-law
form for the galaxy LF at high redshift or, perhaps more interestingly, a LF which
simply follows the form of the dark-matter halo mass function at bright magnitudes.
This suggests that the physical mechanism which inhibits star-formation activity in
massive galaxies (i.e. AGN feedback or some other form of “mass quenching”) has
yet to impact on the observable galaxy LF at z ' 7, a conclusion supported by
the estimated masses of our brightest galaxies which have only just reached a mass
comparable to the critical “quenching mass” of M? = 1010.2 M� derived from studies
of the mass function of star-forming galaxies at lower redshifts.

Key words: galaxies: evolution - galaxies: formation - galaxies: high-redshift.
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† Scottish Universities Physics Alliance

1 INTRODUCTION

The study of galaxies at high redshift is crucial for under-
standing the early and subsequent stages of galaxy evolu-

c© 2013 RAS
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2 R. A .A. Bowler et al.

tion in the Universe. Within the last decade, the number of
galaxies known at z > 6 has increased to samples of hun-
dreds, led by observations taken with the Wide Field Cam-
era 3 on the Hubble Space Telescope (WFC3/HST ). The
key feature of WFC3 that makes it so successful at detect-
ing high-redshift galaxies is the unrivalled sensitivity in the
near-infrared, which allows the detection of Lyman-break
galaxies (LBGs) at z > 6.5 by the redshifted rest-frame UV
light from these star-forming galaxies. The accurate selec-
tion of LBGs at high redshifts relies on a measurement of the
strong spectral break at the wavelength of the Lyman-α line
(1216Å), produced by absorption from the integrated neu-
tral Hydrogen along the line of sight. The resulting spectral
energy distribution (SED) can then be identified in mul-
tiwavelength imaging as an “optical-dropout” galaxy with
either colour-colour selection or a SED fitting analysis.

The deepest near-infrared image ever taken in the Hub-
ble Ultra Deep Field (HUDF), now reaches depths of mAB '
30 over 4.5 arcmin2 (UDF12 observing programme; Koeke-
moer et al. 2013). The imaging confirms that the low-
luminosity, early galaxies uncovered in the HUDF are com-
pact (half-light radius, r1/2 < 0.5 kpc; Ono et al. 2013)
and have similar colours to local star-forming galaxies (rest-
frame UV slope β ' −2, where Fλ ∝ λβ ; Dunlop et al.
2013). The detection of an increasing number of galaxies at
z = 6−8, including the first sample of galaxies at z > 9 (Ellis
et al. 2013; Oesch et al. 2013), within the UDF12 and other
surveys (Zheng et al. 2012; Coe et al. 2013) has allowed the
determination of the rest-frame UV luminosity function at
high redshift. The LF characterises the number density of
galaxies per comoving volume element as a function of lu-
minosity, and hence is an important measurement for chart-
ing the evolution of galaxies (e.g. Bouwens et al. 2011). A
commonly used parameterisation of the LF, which well de-
scribes the number densities of galaxies at low redshift, is
the Schechter function, where φ(L) = φ∗(L/L∗)αe−L/L

∗
.

The Schechter function form exhibits a power-law slope to
faint luminosities described by the index α, and an expo-
nential cut-off at luminosities exceeding the characteristic
luminosity L∗. The extremely faint galaxies (MUV > −17)
detected within the ultra-deep imaging of the UDF12 pro-
gramme have constrained the faint-end slope of the z ' 7
LF to be very steep with α = −1.9 at z = 7 (McLure et al.
2013; Schenker et al. 2013). The slope of the faint-end of the
LF is key for ascertaining the role LBGs play in reionizing
the Universe, as only by extrapolating the number densi-
ties of galaxies beyond the faintest galaxy detected even in
the HUDF, can the ionising photon budget be met by early
galaxies (Robertson et al. 2013).

However, the form of the LF, and the characteris-
tic break luminosity, cannot be accurately constrained us-
ing galaxy samples from the HUDF alone; samples of
intrinsically-rarer bright galaxies are required. There are
several key programmes from HST that have detected signif-
icantly brighter galaxies at z ' 7 around the apparent break
luminosity; the Cosmic Assembly Near-IR Deep Extragalac-
tic Legacy Survey (CANDELS, Grogin et al. 2011; Koeke-
moer et al. 2011) is extremely powerful at detecting galax-
ies analogously to those in the HUDF, the Cluster Lensing
and Supernova Survey with Hubble (CLASH, Postman et al.
2012; Zheng et al. 2012; Coe et al. 2013) uses foreground
clusters to detect gravitationally lensed galaxies, and the

Brightest of the Reionizing Galaxies (BoRG, Trenti et al.
2011; Bradley et al. 2012) programme has allowed the de-
tection of bright galaxies specifically at z = 8. Despite the
clear success of these HST programmes at selecting galax-
ies at z > 6.5, the brightest z ' 7 galaxies detected in the
CANDELS imaging to date are only slightly brighter than
the characteristic luminosity (L ∼ 3L∗, McLure et al. 2013).
To detect the very brightest galaxies, degree-scale surveys
are needed and these can only be completed efficiently from
the ground with wide field-of-view near-infrared cameras.

Theoretically, the form and redshift dependence of the
LF contains important information on the key physical pro-
cesses that govern early galaxy formation and subsequent
evolution. To match the observed luminosity- and mass-
functions at z = 0, simulations of the build-up of galax-
ies require that, at some stage, the growth of galaxies in
the most massive dark-matter haloes be suppressed by some
mechanism, such as feedback from a central AGN. In effect,
the challenge is to match the steep exponential decline of
the galaxy stellar mass (and luminosity) functions at high
mass/luminosity, as parameterised through the Schechter
function described above. Interestingly, recent studies of
the stellar mass function of star-forming galaxies have now
shown that the characteristic mass above which this steep
decline sets in appears to be essentially independent of red-
shift out to z ' 3 (e.g. Ilbert et al. 2013). This has led some
authors to infer the presence of a characteristic “quenching
mass”, i.e. a stellar mass above which a galaxy is likely to
have its star-formation activity strongly suppressed by some
physical mechanism. As discussed in Peng et al. (2010),
current data indicate that the quenching mass above which
galaxies rapidly cease forming stars and leave the “main-
sequence” of star-forming galaxies is M? ∼ 1010.2 M�. If this
mass quenching, whatever its physical origin, really does set
in at a physical threshold which is independent of redshift,
then we might reasonably expect the form of the galaxy UV
LF to start to diverge from a simple Schechter function at
very early epochs (when very few galaxies will have grown to
the relevant stellar mass). The ability to test such key ideas,
and potentially better constrain the (still unclear) physical
origin of “mass quenching”, provides additional strong mo-
tivation for determining the form of the bright end of the
galaxy UV LF at the highest redshifts.

Further interest in the detailed properties of z ' 7
galaxies has been generated by the follow-up HST and At-
acama Large Millimeter/Submillimeter Array imaging of
the spectroscopically confirmed Lyman-α emitter (LAE) at
z = 6.595 (Ouchi et al. 2013), nicknamed ‘Himiko’, that
was first discovered by Ouchi et al. (2009b). When observed
at ground-based resolution this galaxy appears as a sin-
gle bright extended source with mAB ' 25 (at λ ' 1µm),
however HST/WFC3 imaging reveals the galaxy to be an
apparent triple merger system, where each component has
roughly the characteristic luminosity L∗. Although an ex-
treme galaxy, Himiko illustrates the potential for detailed
study of rare and bright z ' 7 galaxies that can only be
efficiently detected in ground-based narrow- or broad-band
survey fields.

Here we extend the work presented in Bowler et al.
(2012) using the second data release (DR2) of UltraVISTA,
which provides deeper imaging in the Y , J , H and Ks-filters,
in strips covering approximately half of the full 1.5 deg2 of
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the UltraVISTA DR1 data (McCracken et al. 2012). The im-
proved photometry over 70% of the field searched in Bowler
et al. (2012) allows us to check the previous candidates and
hence validate our selection methodology. We also incorpo-
rate the UKIDSS Ultra Deep Survey (UDS), which has a
comparable depth and area of J , H and K-band imaging to
the UltraVISTA DR2. By combining the deep near-infrared
survey data with the optical and mid-infrared data currently
available in the UltraVISTA and UDS fields, we have assem-
bled the widest area (1.65 deg2) of imaging available for the
robust selection of z ' 7 Lyman-break galaxies.

We begin with a summary of the multiwavelength data
utilised here from the UltraVISTA and UDS fields in Sec-
tion 2, followed by the details of our candidate selection in
Section 3. The resulting sample of galaxies is presented in
Section 4, with physical properties derived from our SED
fitting analysis in Section 5. In Section 6 we investigate
the sizes of the galaxies in our sample, including an anal-
ysis of HST imaging of four galaxies in our sample that lie
within the region of the COSMOS field imaged as part of
the CANDELS programme. We calculate the binned lumi-
nosity function for our sample in Section 7, where we also
carefully consider the potential effect of gravitational lens-
ing. We discuss our results and compare them to previous
work at z = 5 and z = 6 in Section 8, which also includes
a prediction of the level of contamination of our sample by
high-redshift quasars. The astrophysical implications of our
results are considered further in Section 9, and our conclu-
sions are summarised in Section 10. All magnitudes quoted
are in the AB system (Oke 1974; Oke & Gunn 1983) and we
assume a cosmology with H0 = 70 kms−1Mpc−1, Ωm = 0.30
and ΩΛ = 0.70 throughout.

2 DATA

The two multiwavelength survey fields analysed in this pa-
per contain a wealth of observations from X-ray to radio
wavelengths. In the following section we describe the spe-
cific datasets utilised here for the selection of z > 6.5 galax-
ies, most importantly the near-infrared data from the Ul-
traVISTA DR2 and UDS DR10. The coverage maps of the
different wavelength data are shown in Figs. 1 and 2, and
a summary of the available broad- and narrow-band filters
utilised to image each field can be found in Table 1. The
final area of overlapping multiwavelength imaging over the
two fields, excluding large stellar diffraction haloes that were
masked, comprised 1.65 deg2, with 0.62 deg2 from the Ultra-
VISTA ‘ultra-deep’ survey, 0.29 deg2 from the UltraVISTA
‘deep’ component and 0.74 deg2 in the UDS field.

2.1 The COSMOS/UltraVISTA field

2.1.1 UltraVISTA near-infrared imaging

The analysis presented in this paper relies on the first and
second data releases of the ongoing UltraVISTA survey1,
which consists of Y, J,H and Ks imaging with the Visible
and Infrared Camera (VIRCAM) on the VISTA telescope
within the Cosmological Evolution Survey (COSMOS) field.

1 http://www.eso.org/sci/observing/phase3/data_releases/

Figure 1. The footprint of the UltraVISTA/COSMOS field show-
ing the key multiwavelength data used here. The large red rect-

angle shows the year-one 1.5 deg2 of near-infrared imaging from

UltraVISTA DR1, with the deeper strips comprising the sec-
ond data release shown in dark red. The Subaru z′-band mosaic,

formed from four individual Suprime-Cam pointings, is indicated

by the blue outline, and the 2 deg2 of HST/ACS I814-band imag-
ing from the COSMOS survey is shown as the large jagged out-

line. The overlap with the DR2 strips in dark red and the cen-
tral green square, which is the 1 deg2 area of a single pointing

of CFHT/MegaCam, defines the ' 0.7 deg2 area utilised in this

study.

The first data release, described in detail by McCracken
et al. (2012), provided near-infrared imaging over the maxi-
mum area of the programme covering 1.5 deg2. DR2 provides
deeper data in strips that cover ∼70% of the the full field
as shown in Fig. 1. Integration times for the DR2 Y , J , H
and Ks bands range from 29-82 hours per pixel, compared
with 11-14 hours per pixel from DR1. Throughout this pa-
per we refer to the DR2 imaging within the strips as the
‘ultra-deep’ part of the survey, and the DR1 imaging over
the full field as the ‘deep’ part.

2.1.2 Auxiliary optical and mid-infrared imaging

The auxiliary data used in this paper is described in full
by Bowler et al. (2012), but here we briefly describe the key
datasets that are shown in Fig. 1. The UltraVISTA survey
lies within the multiwavelength imaging taken as part of the
COSMOS survey (Scoville et al. 2007b), which covers a total
of 2 deg2 on the sky. Specifically we use optical imaging from
the CFHTLS T0006 data release, which defines the maxi-
mal area of our search centred on RA 10h00m28s.00, Dec.
+2◦12′30′′, with additional deep z′-band data from Sub-
aru Suprime-Cam. Mid-infrared imaging over the COSMOS
field by Spitzer/IRAC exists from two programmes; the
Spitzer Extended Deep Survey (SEDS; Ashby et al. 2013)
and the Spitzer Large Area Survey with Hyper-Suprime-
Cam (SPLASH, PI: Capak). The SPLASH data consist of
438 individual exposures in the 3.6µm and 4.5µm bands,
available as calibrated Level-2 files on the Spitzer Legacy
Archive. We created a mosaic of the SPLASH images by
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first background subtracting the frames using SExtrac-
tor with a large background mesh size, before combining
the frames using the software package Swarp. The SEDS
data was also background subtracted and incorporated into
the SPLASH mosaic using Swarp. The photometric and
astrometric accuracy was confirmed by comparing to the
shallower Spitzer/IRAC imaging across the field from the
S-COSMOS survey (Sanders et al. 2007). Finally the field
is also covered to single-orbit depth in the I814-band by the
HST Advanced Camera for Surveys (ACS; Koekemoer et al.
2007; Scoville et al. 2007a; Massey et al. 2010).

2.1.3 Data processing and consistency

All images were resampled to the pixel grid of the CFHTLS
data (0.186-arcsec/pixel) using the iraf package sregister,
once the astrometric solution had been matched to that
of the UltraVISTA Y -band image using the iraf package
ccmap.

Zeropoints of the full set of multiwavelength imaging
were checked by inspecting the colours of flat-spectrum ob-
jects defined by the colour bridging the central band. For
example, a sample of objects was extracted with aperture
corrected flat z′ − J colours (e.g. |z′ − J | < 0.05), and the
z′ − Y colours of these objects were examined with the ex-
pectation that they should also be close to zero. The optical
bands were found to have zeropoint offsets of < 0.05 mag,
however when comparing the DR1 UltraVISTA data utilised
in Bowler et al. (2012) to the optical imaging we found
the Y -band magnitudes to be brighter than expected by
0.06 mag. The re-reduction of the full 1.5 deg2 field encom-
passing the strips for the second data release, which included
improved Y -band calibrations, entirely compensates for this
observed colour difference in the DR1. Hence when compar-
ing the depths of the full-field of imaging in Table 1 and
the magnitudes of the 10 objects selected in Bowler et al.
(2012) in Section 4.3, note that there are small changes in
the Y -band photometry as a result of this zeropoint change.
The zeropoints of the individual Subaru z′-band tiles were
also adjusted slightly (∆m < 0.1) to be consistent with the
single pointing of z-band imaging from CFHT/MegaCam.

2.2 The UKIDSS Ultra Deep Survey field

2.2.1 UKIRT and VISTA near-infrared imaging

In this study, we use the 10th data release (DR10) of near-
infrared imaging in the UDS field, from the UKIRT Infrared
Deep Sky Survey (UKIDSS; Lawrence et al. 2007). The
UKIDSS UDS consists of deep imaging (mAB ∼ 25, 5σ, see
Table 1) in the J,H and K-bands over an area of 0.8 deg2

centred on RA 02h17m48s, Dec. −05◦05′57′′(J2000). Data
release 10 was made public in January 2013 and is available
on the WFCAM science archive2.

The UDS field lies within the XMM-Newton large-
scale structure field, where there exists Y -band imaging
from the VISTA Deep Extragalactic Observations survey
(VIDEO; Jarvis et al. 2013) as can be seen in Fig. 2. The
VIDEO survey is a public survey with VISTA that aims

2 http://surveys.roe.ac.uk/wsa/

Figure 2. The footprint of the UDS field, showing the UKIRT

near-infrared data as the red square sitting within the large
rectangle of Y -band imaging from the VISTA VIDEO survey.

Data from Subaru Suprime-Cam are shown as the green and

blue outlines, where the blue outline defines a z′-band mosaic
of four pointings as in Fig. 1. The green cross-shaped outline

shows the B, V,R, i and z′-imaging from the original Subaru pro-

gramme (Furusawa et al. 2008), where the mosaic is formed from
five separate pointings. Finally, the footprint of Spitzer data from

SpUDS is shown as the black diamond. The total area of overlap-

ping Subaru optical and UKIRT near-infrared imaging is ' 0.8
deg2.

to cover 12 deg2 in the Z, Y, J,H and Ks-bands over three
separate fields. Imaging in the Y -band is key for the robust
selection of z ' 7 galaxies in the UltraVISTA and UDS
datasets, as the filter straddles the position of the spectral
break and hence can separate genuine high-redshift galaxies
from dwarf stars and low-redshift galaxy contaminants that
can have identical, red, z′ − J colours. Furthermore, the
presence of cross-talk artefacts (described further in Sec-
tion 3.3) in the UKIRT J , H and K imaging makes the
presence of a detection in a bluer band independent from
the UKIRT data an essential condition for confirming the
reality of the high-redshift candidates. When compared to
the UltraVISTA Y -band imaging however, the current re-
lease of the VISTA VIDEO data is substantially shallower
by 1 mag (see Table 1), which reduces the capabilities of
the data for selecting z ∼ 7 sources and makes the selection
function for the UDS field different to the UltraVISTA field.

2.2.2 Auxiliary optical and mid-infrared imaging

Optical imaging over the field was provided by the Subaru
Suprime-Cam as part of the Subaru/XMM-Newton Deep
Survey (SXDS; Furusawa et al. 2008). We also obtained ad-
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ditional z′-band data in four Suprime-Cam pointings, each
with 8−15 hrs of integration time (Furusawa et al. in prepa-
ration). The astrometry of the individual tiles was matched
to that of the UKIRT J-band image using the iraf package
ccmap. The tiles were background subtracted using SEx-
tractor (Bertin & Arnouts 1996) and combined into a
mosaic with the software swarp (Bertin et al. 2002), where
overlapping regions were combined with the weighted key-
word using weight maps produced by SExtractor. Finally,
a science image on the pixel scale of the binned UKIRT
imaging (0.2684-arcsec/pixel) was created from the mosaic
(on the native Subaru pixel size of 0.202-arcsec/pixel) using
the iraf package sregister.

In addition to the broad-band filters presented above,
we also included data taken with the NB921 filter on the
Subaru Suprime-Cam in our analysis (Sobral et al. 2012).
The NB921 filter is positioned to the red side of the
Subaru Suprime-Cam z′-band filter and hence allows bet-
ter constraints on the photometric redshift for objects at
6.5 < z < 7.0. The individual Suprime-Cam tiles were
combined into a mosaic covering the full UDS field using the
same method as for the z′-band mosaic described above.

The UDS field is covered by Spitzer/IRAC data from
the Spitzer UKIDSS Ultra Deep Survey (SpUDS) pro-
gramme (PI Dunlop), which has comparable depth to S-
COSMOS (see Table 1) with an integration time per point-
ing of 1200 seconds. The central ∼ 600 arcmin2 of the
UDS field is covered by deeper Spitzer imaging from SEDS,
and we used a mosaic that included both the SpUDS and
SEDS data for our analysis3, taking into account the varying
depths across the field using local depths.

2.2.3 Data processing and consistency

All images were mapped onto the astrometric solution and
pixel grid of the binned UKIRT J-band imaging, with a pixel
scale of 0.2684 arcsec/pixel. Consistency within < 0.05 mag
was found between the zeropoints, with the exception be-
ing the VISTA VIDEO Y -band image which we found to
be ∼ 0.1 mag brighter than predicted from the sample of
objects with flat z′ − J colours. We also observed an identi-
cal offset when comparing magnitudes with the Very Large
Telescope/HAWK-I Y -band imaging in the field (Fontana
et al. in preparation). Hence we shifted the zeropoint of the
VIDEO imaging to produce fainter magnitudes by 0.1 mag,
with the expectation that future reduction of the data will
largely correct this offset with improved calibration, as was
the case with the UltraVISTA Y -band data.

2.3 Image depths

The careful determination of imaging depths across all bands
is crucial to obtain accurate errors for use in the SED fit-
ting analysis, and also in making appropriate preliminary
magnitude cuts in the selection process. However, defining
global limiting depths for data over degree-scale fields in the
optical and near-infrared becomes problematic, as the com-
bined pointings may have different integration times and
seeing. Therefore we obtained local depths over each image

3 http://www.cfa.harvard.edu/SEDS/data.html

from the clipped median absolute deviation of the 200 closest
apertures to each point. Apertures were placed randomly on
the blank regions of the images that had been background
subtracted using SExtractor, where blank regions were
defined using the segmentation map of each image. The me-
dians of the local depths for the imaging utilised here are
presented in Table 1, within the 1.8-arcsec diameter circular
aperture used for the photometry in this paper.

2.4 Determination of the enclosed flux

We expect the high-redshift galaxies detected here to be
close to unresolved in the available ground-based imaging,
which typically has seeing of 0.8 arcsec (see Section 6).
However, the variations in seeing throughout the multiwave-
length data, along with potential variations across each in-
dividual mosaic, result in a different fraction of the enclosed
flux in a given fixed circular aperture, which must be cor-
rected for to ensure accurate colours and magnitudes. To
extract a point spread function (PSF) for each image, we
selected stars using the BzK-diagram (uzK-diagram for the
UltraVISTA dataset) as defined in Daddi et al. (2004) and
extracted a postage-stamp of each star from a background-
subtracted image before centring using the centroid coor-
dinates from SExtractor. In a range of magnitude bins,
these stars were then further background-subtracted and
normalised, and a median was taken to form a high signal-
to-noise PSF. The curve of growth was then measured on the
stack for each magnitude bin (typically from mAB = 18−25,
∆m = 1.0), and the curves were visually inspected to ex-
clude bins where the stars were saturated and to identify
any possible trend with magnitude. Enclosed flux values in
a 1.8-arcsec diameter aperture were typically 80% across
the optical to near-infrared data, with the exception of the
Y and J-band imaging from VISTA VIRCAM which has
extended wings (as noted in McCracken et al. 2012) and
hence encloses only ∼70%. For the IRAC imaging, the en-
closed flux values quoted in the Spitzer/IRAC handbook
were used.

3 CANDIDATE SELECTION

3.1 Initial detection and photometry

The primary catalogues for the UltraVISTA and UDS fields
were created using SExtractor v2.8.6 (Bertin & Arnouts
1996), run in the dual-image mode to create multiwave-
length catalogues. The UltraVISTA catalogue was selected
as in Bowler et al. (2012) in a Y + J inverse-variance
weighted stack, with additional objects included from Y and
J-selected catalogues to ensure we are sensitive to very blue
and red spectra up to z = 7.5. In the UDS field, where the
J-band imaging is substantially deeper than the Y -band, we
combined Y and J-band selected catalogues to form a mas-
ter catalogue rather than creating a Y + J stacked image.
Magnitudes were measured in circular apertures of diame-
ter 1.8-arcsec to deliver high signal-to-noise whilst ensuring
that the measurements are robust against any astrometric
differences between bands (typically < 0.1′′). We also simul-
taneously created catalogues with photometry measured in
1.2-arcsec diameter circular apertures, which were used for
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Table 1. The median 5σ limiting magnitudes for the relevant optical and near-infrared data used in this study, obtained from the
median of local depths calculated from apertures placed in blank regions of each image (see Section 2.3 for more details). All ground-

based magnitudes were calculated within the 1.8-arcsec diameter circular aperture used for photometry here. For the HST/ACS I814

depth, we used a 0.6-arcsec diameter aperture and the IRAC 3.6µm and 4.5µm values were calculated in a 2.8-arcsec diameter aperture.

We present the depths of the near-infrared data from UltraVISTA separately for the ‘ultra-deep’ and ‘deep’ parts of the survey. Note

that the depths for the ‘deep’ part shown here are ∼ 0.4 mags deeper than the results from the original data release presented in Bowler
et al. (2012) and McCracken et al. (2012). This is a result of improvements in the photometric calibration of the VISTA data, the smaller

apertures used (1.8-arcsec diameter as opposed to 2-arcsec results presented previously) and an improved global depth derived from the

local depths.

COSMOS/UltraVISTA UKIDSS UDS

Filter m5σ,AB m5σ,AB Source Filter m5σ,AB Source

deep ultra-deep

u∗ 27.2 CFHT/MegaCam B 27.9 Subaru/Suprime-Cam

g 27.3 CFHT/MegaCam V 27.6 Subaru/Suprime-Cam
r 27.0 CFHT/MegaCam R 27.3 Subaru/Suprime-Cam

i 26.7 CFHT/MegaCam i 27.2 Subaru/Suprime-Cam

I814 26.7 HST/ACS
z 25.5 CFHT/MegaCam

z′ 26.7 Subaru/Suprime-Cam z′ 26.5 Subaru/Suprime-Cam

NB921 26.1 Subaru/Suprime-Cam
Y 25.1 25.8 UltraVISTA Y 24.8 VISTA VIDEO

J 24.9 25.3 UltraVISTA J 25.7 UKIRT/WFCAM

Y + J 25.3 25.9 UltraVISTA
H 24.6 24.9 UltraVISTA H 25.1 UKIRT/WFCAM

Ks 24.1 25.0 UltraVISTA K 25.3 UKIRT/WFCAM

J125 26.8 HST/WFC3
H160 27.0 HST/WFC3

3.6µm 25.3 Spitzer/SPLASH 3.6µm 24.4, 25.2 Spitzer/SpUDS, SEDS
4.5µm 25.1 Spitzer/SPLASH 4.5µm 24.2, 25.0 Spitzer/SpUDS, SEDS

SED fitting of stellar templates with the aim of increasing
the signal-to-noise for true point sources.

The Spitzer/IRAC measurements were made in 2.8-
arcsec diameter circular apertures, using images that had
been background subtracted using a large filter size by SEx-
tractor. The majority of our high-redshift candidates pre-
sented in the next section are isolated and hence the large
aperture photometry is sufficiently accurate. However, when
the photometry is confused, we have excluded the 3.6µm
and 4.5µm bands from the SED fitting process. We have
flagged confused and hence unreliable IRAC magnitudes
(which translate into unreliable stellar mass estimates) in
Tables 2, 3 and 4.

3.2 UltraVISTA DR2 selection

The initial catalogue for the UltraVISTA dataset consisted
of 278916 objects within the ' 0.7 deg2 ‘ultra-deep’ part
of UltraVISTA imaging that overlaps with the multiwave-
length auxiliary data shown in Fig. 1. We then required that
an object be detected at greater than 5σ significance in ei-
ther the Y or J-bands, where the 5σ limit here was taken
as the median local depth from the deepest of the three
strips (Y = 25.8, J = 25.4 mag, 5σ, 1.8-arcsec diameter
circular aperture). Using our local depth estimates to com-
pensate for the large diffraction halos around stars in the
CFHT/Mega-Cam imaging, we then required the candidate
to be undetected in the u∗gri-bands at the 2σ-level. The re-
sult of the described cuts was a sample of 1188 galaxy can-
didates, which was further reduced to 589 candidates with
the removal of artefacts in the UltraVISTA imaging around

the region of missing data (seen in Fig. 1) and in the haloes
of bright stars.

3.3 UKIDSS/UDS selection

The raw catalogue from the UDS dataset consisted of 248191
objects over the full area of J,H and K-band imaging shown
in Fig. 2. We then applied the initial criteria that the candi-
dates must be brighter than the 5σ-level in the J-band and
undetected at 2σ-significance in the i-band leaving 24797
sources. The available Y -band imaging in the UDS field is
of insufficient depth to be competitive with the UltraVISTA
Y -band imaging for the selection of galaxies, however it is
essential to remove potential ‘cross-talk’ artefacts that occur
only within the UKIRT imaging and hence can closely mimic
a z-dropout LBG at z > 7. Cross-talk appears at constant
pixel separation from all objects in the UKIRT/WFCAM
imaging, which is 128 pixels on the native 0.4-arcsec/pixel
scale (51.2-arcsec), and can appear many multiples of this
distance away from the source object. Although the bright-
est occurrences are easily distinguishable from real objects
by their ‘doughnut’ appearance, for fainter objects or arte-
facts a large distance away from the source, it can be very
difficult if not impossible to distinguish cross-talk from a
high-redshift galaxy. Hence, we apply the condition that
candidates must be brighter than the 2σ-level in the VISTA
VIDEO Y -band and clearly visible in either the Y -image or
the z′-band imaging to ensure a detection in data obtained
from independent telescopes. By further insisting that the
objects must lie within the region of overlapping Subaru op-
tical and UKIRT near-infrared data (see Fig. 2), and are
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further than 100 pixels from the edge of the UKIRT imag-
ing where the signal-to-noise drops significantly, we remove
the majority of objects leaving only 202.

3.4 Visual inspection

In the final step before photometric redshift fitting, the can-
didates were visually inspected in the z′, Y and J-images to
remove obvious artefacts such as diffraction spikes, remain-
ing cross-talk in the case of the UDS, and sources within
the bright haloes around stars in the VISTA imaging. The
i-band images were also inspected, and objects with any de-
tection here (that may have escaped the 2σ-level cut applied
above) were removed as indicative of galaxies at z < 6.5. The
final samples containing the remaining high-redshift candi-
dates for SED fitting consisted of 400 galaxies in the Ul-
traVISTA data and 36 in the UDS field. All near-infrared
photometry was corrected to a constant enclosed flux level
of 84% (the enclosed flux in a 1.8-arcsec diameter aperture
for the UltraVISTA CFTHLS z-band imaging), using the
enclosed flux values derived for each image as described in
Section 2.4. The 1σ-errors on the photometry were calcu-
lated from the nearest 200 blank apertures to each object,
using the method described in Section 2.3.

3.5 Photometric redshift analysis

The final step in selecting our sample of z ∼ 7 galaxies
involves fitting the available multiwavelength data points
using a photometric redshift fitting routine. By incorporat-
ing optical, near- and mid-infrared photometry, we can se-
lect good high-redshift galaxy candidates and identify pos-
sible low-redshift galaxy interlopers (where the Balmer or
4000Å break is confused with the Lyman-break) or galactic
dwarf stars whose spectrum peaks in the near-infrared.

We fitted Bruzual & Charlot (2003) models assum-
ing a Chabrier (2003) initial-mass function, using the Le
Phare photometric redshift code (Arnouts et al. 1999; Il-
bert et al. 2006)4. At each redshift, stellar populations
were constrained to be older than 10 Myr and younger
than the age of the Universe. We fitted models with an
exponentially-decreasing star-formation history with a char-
acteristic timescale, 50 Myr 6 τ 6 10 Gyr, for two metal-
licities (Z = 1/5 Z� and Z�). Note that a constant star-
formation and burst model can be closely reproduced by
the longest and shortest age τ models respectively. Inter-
nal dust reddening was calculated using the Calzetti et al.
(2000) attenuation law, and parameterised by values of the
rest-frame V -band attenuation in the range 0.0 6 AV 6 4.0.
Absorption by the intergalactic medium was applied using
the prescription of Madau (1995).

The presence of a Lyman-α emission line within the
spectrum can significantly alter the photometric redshift de-
rived (up to ∆z ∼ 0.5) when fitting to broad-band photome-
try, and hence can cause genuine galaxies at z > 6.5 to be ex-
cluded from our sample. In addition to the models described
above, we also separately fitted templates where Lyman-α
emission was added to the full template set, with rest-frame
equivalent width in the range 0.0 6 EW0 6 240 Å. The

4 http://www.cfht.hawaii.edu/~arnouts/lephare.html

continuum level was estimated from the mean value of the
continuum in the wavelength range λ = 1250−1300 Å before
the reddening was applied.

Contamination by cool galactic stars can be a significant
problem when using ground-based data for high-redshift
studies (Dunlop 2013), particularly when there is insuffi-
cient wavelength sampling of the SED around the predicted
Lyman-break. To ascertain how well our galaxy candidates
could be described by stellar templates, we fitted the ref-
erence stellar spectra from the SpeX library5 with spectral
types from M4 to T8. The dwarf spectra do not extend to
the wavelengths of the Spitzer/IRAC bands and so these
were excluded during the fitting processes, although they
can be taken into account in the selection via the mid-IR
colours (see Bowler et al. 2012).

Using the redshift-χ2 distributions from our photomet-
ric redshift fitting procedure, we required an acceptable fit
above z = 6 (determined by χ2 < 10 and 11.3 for the UDS
and UltraVISTA respectively, which corresponds to 2σ sig-
nificance given the degrees of freedom in the fitting). In an
effort to remove low-redshift contaminants from the sample
we also excluded all objects that had a low-redshift solution
(z < 4.5) within ∆χ2 = 4 of the high-redshift (z > 6) so-
lution. In the final stage of selection we performed careful
visual checks of a stack of the optical bands blueward of
the z′-band to ensure there was no residual optical flux that
would imply a lower redshift solution. These further steps
resulted in samples of 53 and 18 remaining candidates in the
UltraVISTA and UDS datasets respectively.

Armed with a reduced sample of candidates that were
acceptable as z > 6 objects, we performed further SED fit-
ting including Lyα-emission and stellar templates. We also
included photometry measured in the NB921 filter for candi-
dates within the UDS field, as the narrow-band sits half-way
through the z′-band filter and, with or without allowing for
Lyα emission in the SED, allows a more precise determina-
tion of the photometric redshift. At this stage we also fitted
to the photometry including the IRAC bands at 3.6µm and
4.5µm, to exclude dusty low-redshift solutions which have
SEDs that rise rapidly to longer wavelengths and also to
obtain a more accurate estimate of the galaxy masses. The
results of careful consideration of the SED fits, along with
final visual identification and removal of subtle near-infrared
artefacts, resulted in the sample of 34 galaxies presented in
the next section.

4 CANDIDATE GALAXIES

The observed photometry for the final sample of 34 galaxies
in the UltraVISTA and UDS fields is presented in Table 2
and the photometric redshifts and best-fitting parameters,
such as the rest-frame equivalent width for Lyα and the
dust attenuation, are presented in Table 3. In Figure A1
we present postage-stamp images of each candidate and the
best-fitting galaxy and star SEDs. All the following tables,
SED fits and postage-stamps show the candidates ordered
by best-fitting photometric redshift without Lyα emission
included in the fitting, where candidates have been split by

5 http://pono.ucsd.edu/~adam/browndwarfs/spexprism/
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Table 2. The photometry for the sources in our final UltraVISTA and UDS samples is presented in the upper and lower sections of
the table respectively. The magnitudes presented here were based on 1.8-arcsec diameter circular apertures except for the Spitzer/IRAC

channels where 2.8-arcsec diameter circular apertures were used. The photometry has been corrected to the 84% enclosed flux level using
the appropriate point-source correction. Where the flux is below 2σ significance, as defined by the local depth derived for each object,

we replaced the magnitude with the limiting 2σ magnitude. The errors displayed were derived from the median absolute deviation of the

fluxes from the closest 200 blank sky apertures. The presence of a dagger symbol in the right-hand column indicates that the [3.6µm] and
[4.5µm] photometry is confused, and the number corresponds to the Bowler et al. (2012) galaxies with the order consistent with table 2

in Bowler et al. (2012). The ‘Himiko’ galaxy from Ouchi et al. (2013) referenced in the text is marked with an ‘H’.

ID RA DEC z′ NB921 Y J H K 3.6µm 4.5µm B12

136380 09:59:15.89 +02:07:32.0 > 27.9 - 25.5+0.2
−0.1 25.3+0.3

−0.2 25.1+0.3
−0.2 25.6+0.4

−0.3 > 25.5 > 25.3

28495 10:00:28.13 +01:47:54.4 > 28.1 - 25.4+0.2
−0.2 25.1+0.2

−0.2 25.0+0.3
−0.2 25.2+0.3

−0.2 24.8+0.3
−0.3 24.2+0.2

−0.2

268511 10:00:02.35 +02:35:52.4 > 27.6 25.0+0.3
−0.2 25.0+0.5

−0.3 25.4+0.6
−0.4 > 25.0 > 25.6 > 25.2 6

268037 09:59:20.69 +02:31:12.4 > 27.6 - 25.1+0.2
−0.2 25.5+0.4

−0.3 > 25.6 24.9+0.2
−0.2 > 25.5 > 25.2

65666 10:01:40.69 +01:54:52.5 > 27.6 - 24.9+0.2
−0.1 24.7+0.2

−0.2 24.6+0.3
−0.2 24.8+0.3

−0.2 > 25.1 24.6+0.3
−0.2 4

211127 10:00:23.77 +02:20:37.0 > 27.6 - 25.1+0.2
−0.2 25.3+0.3

−0.2 > 25.8 25.3+0.4
−0.3 24.6+0.2

−0.2 23.9+0.2
−0.2 †

137559 10:02:02.55 +02:07:42.0 > 27.5 - 25.4+0.2
−0.1 25.6+0.4

−0.3 25.5+0.6
−0.4 26.1+0.7

−0.4 > 25.3 > 25.1

282894 10:00:30.49 +02:33:46.3 > 27.7 - 25.5+0.3
−0.2 25.8+0.6

−0.4 > 25.9 25.5+0.6
−0.4 25.0+0.4

−0.3 24.7+0.3
−0.2

238225 10:01:52.31 +02:25:42.3 > 27.6 - 25.0+0.2
−0.2 25.0+0.2

−0.2 25.0+0.3
−0.2 24.9+0.3

−0.2 24.7+0.3
−0.2 > 25.2 3

305036 10:00:46.79 +02:35:52.9 > 27.7 - 25.3+0.1
−0.1 25.2+0.2

−0.2 24.9+0.3
−0.3 25.1+0.4

−0.3 23.9+0.2
−0.2 23.9+0.2

−0.2 †
35327 10:01:46.18 +01:49:07.7 27.5+0.5

−0.4 - 25.3+0.2
−0.2 25.8+0.5

−0.3 25.7+0.7
−0.4 > 25.5 > 25.3 > 25.3

304416 10:00:43.37 +02:37:51.6 26.6+0.3
−0.2 - 24.3+0.1

−0.1 24.2+0.1
−0.1 24.1+0.1

−0.1 24.2+0.1
−0.1 23.4+0.2

−0.2 23.4+0.2
−0.2 1†

185070 10:00:30.19 +02:15:59.8 27.4+0.4
−0.3 - 25.4+0.2

−0.1 25.3+0.2
−0.2 25.5+0.6

−0.4 25.1+0.2
−0.2 23.7+0.2

−0.2 24.7+0.3
−0.2 †

169850 10:02:06.48 +02:13:24.2 26.1+0.1
−0.1 - 24.5+0.1

−0.1 24.5+0.1
−0.1 24.6+0.2

−0.2 24.6+0.2
−0.2 > 25.1 > 25.1 2

304384 10:01:36.86 +02:37:49.2 26.4+0.3
−0.2 - 25.0+0.4

−0.3 24.6+0.2
−0.2 24.9+0.4

−0.3 24.8+0.4
−0.3 24.6+0.3

−0.2 24.7+0.3
−0.3 5†

279127 10:01:58.50 +02:33:08.5 26.1+0.1
−0.1 - 24.8+0.1

−0.1 24.6+0.2
−0.1 25.4+0.5

−0.3 25.5+0.5
−0.3 25.3+0.6

−0.4 25.0+0.4
−0.3

170216 10:02:03.82 +02:13:25.1 26.8+0.3
−0.3 - 25.5+0.3

−0.2 26.0+0.6
−0.4 > 25.6 25.4+0.4

−0.3 > 25.1 > 25.0

104600 10:00:42.13 +02:01:57.1 26.3+0.2
−0.1 - 25.0+0.2

−0.1 25.0+0.2
−0.2 24.7+0.2

−0.2 25.4+0.4
−0.3 23.5+0.2

−0.2 23.6+0.2
−0.2 †

268576 10:00:23.39 +02:31:14.8 26.8+0.3
−0.2 - 25.5+0.3

−0.2 25.6+0.3
−0.3 > 25.8 25.9+0.6

−0.4 24.4+0.2
−0.2 > 25.5

2103 10:01:43.13 +01:42:55.0 26.1+0.2
−0.1 - 25.1+0.2

−0.2 25.3+0.4
−0.3 > 25.3 24.9+0.4

−0.3 24.8+0.4
−0.3 > 25.4

179680 09:58:39.76 +02:15:03.3 26.0+0.2
−0.2 - 25.0+0.2

−0.2 24.9+0.2
−0.2 24.8+0.3

−0.2 24.6+0.3
−0.2 24.0+0.2

−0.2 24.5+0.2
−0.2 †

18463 09:58:49.36 +01:46:02.1 26.3+0.2
−0.1 - 25.4+0.1

−0.1 > 26.0 > 25.8 25.9+0.7
−0.4 24.8+0.3

−0.2 24.7+0.3
−0.2 †

122368 10:01:53.46 +02:04:59.9 26.5+0.3
−0.2 - 25.5+0.2

−0.2 > 26.2 > 25.9 > 25.8 24.9+0.5
−0.3 > 25.0

583226 10:00:46.89 +01:58:46.9 26.4+0.2
−0.2 - 25.5+0.2

−0.2 25.7+0.6
−0.4 25.2+0.5

−0.3 25.6+0.7
−0.4 24.5+0.2

−0.2 > 25.4

82871 10:01:43.04 +01:58:01.1 25.9+0.1
−0.1 - 25.1+0.1

−0.1 25.6+0.3
−0.2 25.4+0.3

−0.3 25.2+0.4
−0.3 25.0+0.4

−0.3 > 25.2

68240 09:59:16.85 +01:55:22.1 25.4+0.1
−0.1 - 24.7+0.1

−0.1 24.6+0.2
−0.1 24.9+0.3

−0.2 24.7+0.2
−0.2 23.7+0.2

−0.2 24.0+0.2
−0.2

271028 10:00:45.17 +02:31:40.2 25.9+0.1
−0.1 - 25.5+0.2

−0.1 25.2+0.3
−0.3 25.3+0.6

−0.4 25.4+0.3
−0.2 24.3+0.2

−0.2 24.7+0.3
−0.2 †

30425 10:00:58.01 +01:48:15.3 25.2+0.1
−0.1 - 24.8+0.2

−0.1 24.6+0.1
−0.1 25.0+0.4

−0.3 25.1+0.4
−0.3 23.5+0.2

−0.2 24.9+0.6
−0.4 9

234429 09:58:36.65 +02:24:56.4 25.7+0.3
−0.2 - 25.3+0.3

−0.3 > 25.6 > 25.4 > 25.2 > 25.2 > 25.3

328993 10:01:35.33 +02:38:46.3 25.6+0.1
−0.1 - 25.4+0.5

−0.3 25.5+0.5
−0.3 > 25.4 > 25.4 24.2+0.2

−0.2 24.1+0.2
−0.2

35314 02:19:09.49 -05:23:20.6 26.7+0.2
−0.2 > 26.8 25.2+0.5

−0.3 25.1+0.2
−0.1 25.3+0.3

−0.3 25.5+0.2
−0.2 25.3+0.5

−0.4 > 24.7

118717 02:18:11.50 -05:00:59.4 26.8+0.6
−0.4 26.5+0.4

−0.3 25.0+0.5
−0.3 25.3+0.2

−0.2 25.3+0.3
−0.3 25.0+0.2

−0.2 23.8+0.2
−0.1 23.6+0.2

−0.2 †
88759 02:17:57.58 -05:08:44.8 25.8+0.1

−0.1 24.0+0.1
−0.1 25.5+0.7

−0.4 25.1+0.1
−0.1 25.5+0.4

−0.3 24.9+0.2
−0.1 23.9+0.2

−0.2 24.7+0.7
−0.4 H

87995 02:18:50.86 -05:08:57.8 26.3+0.2
−0.1 25.6+0.1

−0.1 25.0+0.5
−0.3 25.3+0.2

−0.1 25.3+0.3
−0.2 25.3+0.3

−0.2 24.9+0.5
−0.3 24.8+0.6

−0.4 †

field. With the goal of including all potential z > 6.5 galax-
ies, in the following tables we have included galaxy can-
didates that have best fitting photometric redshifts in the
range 6.5 < z < 7.5 only with the inclusion of Lyα emission
in the SED, in addition to the galaxies that do not require
Lyα to be robustly at z > 6.5. The presence of the spec-
troscopically confirmed galaxy ‘Himiko’ at z = 6.595 in the
sample motivates this inclusive approach, as without the
inclusion of Lyα in the SED, the galaxy would have been
excluded from the sample on the basis of a best fitting pho-
tometric redshift of z = 6.38+0.03

−0.05.

4.1 UltraVISTA DR2

From the 0.62 deg2 of the ‘ultra-deep’ UltraVISTA DR2
data, we found 29 candidate 6.5 < z < 7.5 galaxies. These
candidates are listed in the upper part of Tables 2 and 3 and
include seven of the eight candidates presented in Bowler
et al. (2012) that lie within the regions of the image cov-
ered by the ultra-deep data. The table also includes a single
object from Bowler et al. (2012) that lies outside the new
ultra-deep UltraVISTA imaging we analyse here, but is con-
firmed as a high-redshift galaxy with the improved photom-
etry now available (see further discussion in Section 4.3).
Of the 29 candidates within the ultra-deep strips, 11 have
best-fitting photometric redshifts at z > 6.5 only when Lyα-
emission is included in the templates, although in some cases
the candidate still has a reasonable probability of being at

c© 2013 RAS, MNRAS 000, 1–25



The bright end of the galaxy luminosity function at z ' 7 9

Table 3. The best-fitting photometric redshift and model parameters for the DR2 UltraVISTA and UDS samples are presented in the
upper and lower sections of the table respectively. Where the IRAC photometry is considered confused with a nearby object we exclude

the [3.6µm] and [4.5µm] bands from the fitting procedure, and present the resulting χ2 value labelled with a dagger to illustrate that there
are different degrees of freedom, and hence acceptable χ2 values, for these objects. We order the galaxies by the best-fitting photometric

redshift in column 2. Columns 7-10 of the table show the redshift, χ2-value, rest-frame equivalent width and AV value when we introduce

the possibility of Lyα-emission in the fits. The candidate labelled ‘H’ is Himiko, which has an extremely bright NB921 flux that can only
be well-fitted with models including Lyα emission, hence the unacceptable χ2 value for continuum-only fitting seen in column three.

The best-fitting stellar template, where we fit spectral types M4−T8, is given in column 11 with the χ2 in column 12. Where a FWHM

value has been measured, corresponding to an object selected by SExtractor in that band, it is displayed in the three columns on the
right-hand side. In the final column, we flag the candidates from Bowler et al. (2012) that have been re-selected here, with a number

corresponding to the order of the candidates in Bowler et al. (2012).

No Lyα With Lyα Star FWHM

ID z χ2 AV Z z χ2 EW0 AV Z Stellar χ2 z′ Y J B12

/mag /Z� /Å /mag /Z� Type /arcsec

136380 7.21+0.10
−0.21 1.7 0.0 1.0 7.24 1.6 10 0.0 1.0 T3 17.2 - 1.0 1.3

28495 7.19+0.10
−0.14 3.5 0.1 1.0 7.69 1.7 180 0.0 1.0 T1 23.2 - 2.1 2.2

268511 7.12+0.14
−0.11 2.6 0.0 0.2 7.25 2.2 80 0.0 0.2 T8 9.2 1.7 1.4 0.5 6

268037 7.07+0.14
−0.12 9.5 0.2 1.0 7.55 8.6 200 0.3 1.0 T8 22.5 - 2.0 0.7

65666 7.04+0.16
−0.11 5.5 0.4 1.0 7.04 5.5 0 0.4 1.0 T4 25.0 1.7 1.1 1.6 4

211127 7.03+0.12
−0.11 3.2† 0.0 0.2 7.20 2.4 160 0.0 0.2 T8 29.0 - 1.5 1.1

137559 7.03+0.14
−0.16 1.9 0.0 0.2 7.15 1.8 60 0.0 0.2 T8 9.8 - 1.7 -

282894 7.01+0.14
−0.15 8.5 0.0 0.2 7.31 6.6 240 0.4 0.2 T8 12.5 - 1.6 0.7

238225 6.98+0.12
−0.12 3.1 0.5 1.0 7.01 3.0 10 0.5 1.0 T3 23.2 1.0 1.0 1.6 3

305036 6.95+0.23
−0.22 0.7† 0.0 1.0 7.04 0.7 40 0.0 1.0 T3 11.6 - - -

35327 6.88+0.10
−0.13 1.5 0.0 0.2 7.05 0.8 100 0.0 0.2 T8 19.0 - 1.5 -

304416 6.85+0.09
−0.10 2.4† 0.0 1.0 6.85 2.4 0 0.0 1.0 T3 27.2 - 1.7 1.9 1

185070 6.77+0.14
−0.19 1.1† 0.1 0.2 7.01 1.1 90 0.2 0.2 T2 32.0 - 1.3 1.3

169850 6.70+0.05
−0.06 4.6 0.2 1.0 6.86 4.4 50 0.2 1.0 M6 28.0 1.4 1.7 2.2 2

304384 6.64+0.12
−0.22 1.9† 0.8 0.2 6.65 1.9 0 0.8 0.2 T3 6.3 1.3 1.1 1.7 5

279127 6.59+0.05
−0.06 8.8 0.0 0.2 6.59 8.8 0 0.0 0.2 M6 25.9 2.6 2.8 1.9

170216 6.55+0.14
−0.17 2.5 0.2 1.0 6.95 1.6 200 0.5 1.0 M6 10.6 1.5 1.2 -

104600 6.54+0.07
−0.08 10.1† 0.4 1.0 6.54 10.1 0 0.4 1.0 M6 16.7 1.9 1.5 1.7

268576 6.51+0.14
−0.12 9.2 0.0 0.2 6.93 8.6 180 0.0 0.2 M6 13.4 1.4 1.4 1.2

2103 6.41+0.11
−0.12 7.0 0.0 1.0 6.90 6.3 240 0.6 1.0 M7 17.3 1.1 2.8 1.3

179680 6.40+0.16
−0.26 3.7† 0.4 0.2 6.93 3.0 240 1.0 0.2 M6 20.3 1.6 1.0 0.9

18463 6.38+0.07
−0.10 7.3† 0.0 0.2 6.71 6.1 170 0.0 0.2 M7 37.4 1.3 1.6 -

122368 6.36+0.14
−0.16 6.4 0.0 0.2 6.94 5.4 240 0.0 0.2 M7 19.5 1.8 1.7 -

583226 6.33+0.15
−0.16 5.0 0.0 1.0 6.66 4.7 140 0.0 1.0 M7 10.7 1.5 1.7 1.9

82871 6.31+0.09
−0.08 6.1 0.0 1.0 6.81 4.0 240 0.1 1.0 M7 29.3 1.0 1.1 1.0

68240 6.29+0.08
−0.10 3.7 0.0 0.2 6.71 3.1 200 0.0 0.2 M7 20.6 1.8 2.0 2.3

271028 6.21+0.10
−0.19 0.5† 0.7 1.0 6.50 0.3 110 0.8 0.2 M7 8.2 1.3 1.8 1.6

30425 6.20+0.10
−0.08 15.3 0.0 1.0 6.59 13.6 150 0.0 0.2 M7 31.9 1.3 2.1 1.3 9

234429 6.11+0.22
−0.21 4.3 0.1 0.2 6.64 3.1 240 0.0 1.0 M7 16.1 1.1 0.0 -

328993 6.01+0.19
−0.21 0.9 0.5 0.2 6.58 0.1 240 0.1 1.0 M7 21.7 0.9 - 0.7

35314 6.69+0.10
−0.07 6.9 0.2 0.2 6.90 6.6 80 0.3 0.2 M6 18.7 2.0 - 1.1

118717 6.51+0.05
−0.08 1.0† 0.0 0.2 6.61 1.0 30 0.0 0.2 M9 6.8 0.9 - 1.4

88759 6.38+0.03
−0.05 55.8 0.0 1.0 6.52 12.7 150 0.1 1.0 M8 109.8 2.2 - 2.1 H

87995 6.48+0.03
−0.23 1.4† 0.0 1.0 6.59 1.0 60 0.0 0.2 M8 29.5 0.8 - 1.3

z > 6.5 with continuum-only fitting (as illustrated by the
error bars presented and the χ2 vs. redshift insets in the
SED figures). The majority of the candidates are detected
in the Spitzer/IRAC bands; in the cases where the photom-
etry was contaminated by nearby lower-redshift objects we
have excluded these bands from the fitting procedure and
flagged the object in Tables 2, 3 and 4. When excluding
probable galactic stars from the sample based on the stellar
template fitting, the size information obtained from the full-
width at half-maximum (FWHM) measurement described

in Section 6 was taken into account. Candidates excluded
as stars were retained for size comparisons with the final
sample as shown in Fig. 4.

4.2 UDS

Within the 0.74 deg2 of overlapping optical and near-
infrared imaging in the UDS field, we found four candidates
for galaxies at z > 6.5 as listed in the lower section of Ta-
bles 2 and 3. Of the four candidate z > 6.5 galaxies, two
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have best-fitting models at z > 6.5 only when the fitting
allows Lyα emission, one of which is the previously identi-
fied and spectroscopically confirmed galaxy ‘Himiko’ (Ouchi
et al. 2013) at z = 6.595. For Himiko, we find a best-fitting
photometric redshift of z = 6.52 when including the narrow-
band NB921 photometry and allowing for Lyα emission in
the fits, and a value of z = 6.38+0.03

−0.05 with continuum-only
fits. The slightly lower redshift compared to that found spec-
troscopically for Himiko (z = 6.52 vs. z = 6.595), is a re-
sult of the exact redshift being very sensitive to the cali-
bration between the z′ and the NB921, as the strength of
any line emission must be able to reproduce the z′−NB921
colour observed. The effect is compounded by the slightly
longer-wavelength peak of the Lyα line compared with the
central wavelength of the narrow-band filter, which is op-
timised to select LAEs with z = 6.56 ± 0.05. We find a
best-fitting EW0 = 160± 60Å for Himiko, which although
large compared to that found spectroscopically (∼ 80Å), is
consistent with the original estimate from the broad- and
narrow-band photometry made by Ouchi et al. (2009a) of
EW0 = 100+302

−43 Å.

4.3 Bowler et al. (2012) candidates revisited

In Bowler et al. (2012) we presented ten candidate
6.5 < z < 7.5 galaxies in the first year ‘deep’ compo-
nent of the UltraVISTA survey, within the full 1 deg2 of
overlapping data shown in Fig. 1. Using the new reduc-
tions of the full field that contain the DR2 imaging, we
obtained improved photometry and photometric redshifts
for all ten galaxies, which we include in the Appendix. Al-
though only eight of the original ten candidates lie within
the ultra-deep strips, the imaging available for the remain-
ing two objects includes more exposures in the DR2 release
than those utilised in Bowler et al. (2012), and improve-
ments in the calibration and pipeline has resulted in deeper
data by up to 0.35 mag in the case of the H-band. The depth
improvements in the Y - and J-bands over the full area are
moderate however (< 0.1 mag) and hence we do not repeat
the selection process over the full 1 deg2 here. The improved
photometry shown in Table B1 was taken from the Y + J
selected catalogue created as part of the selection process
described in Section 3.1. When comparing the photometry
between DR1 and DR2, the Y -band magnitudes are fainter
by & 0.1 mag, a consequence of the zeropoint shifts in the
data reduction process in part, with the remaining magni-
tude offset a likely result of the use of smaller apertures here
(1.8-arcsec diameter vs. 2.0-arcsec) on resolved galaxies (see
Section 6) .

The four candidates in the top ‘robust’ category are
all confirmed as high-redshift galaxies by the new imaging,
which forms effectively an independent check of the photom-
etry given the difference in integration times between DR1
and DR2. Comparing the best-fitting parameters, all four
have lower best-fitting redshifts by ∆z 6 0.1. Inspection of
the magnitudes and SED plots between the DR1 and DR2
data indicates that the shift in best-fitting redshift is a con-
sequence of the drop in Y and J-band magnitudes closer
in-line with the z′-band photometry, requiring the Lyman-
break to additionally fill the z′-band to reproduce the now
bluer z′ − Y colour. The stellar fits for these candidates get
worse for three of the four ‘robust’ candidates, with the χ2

value for object ID 218462 only marginally decreasing from
χ2 = 23.9 to χ2 = 23.2.

Of the four out of six further candidates from Bowler
et al. (2012) that lie in the deep strips, two are present in our
final sample (277880 and 28400) with consistent photome-
try and resulting photometric redshift results as presented.
The weakest candidate from Bowler et al. (2012), with ID
2233, was not present in the new Y + J selected catalogue.
Visual inspection shows 2233 to be faint in the near-infrared
imaging, but bright and elongated in the z′-band. There is
a tentative detection in the smoothed i-band image sug-
gesting, when coupled with the photometric redshift analy-
sis, that this object is likely at a slightly lower redshift of
6.0 < z < 6.5. The remaining candidate (271105), which
had the lowest χ2 value for the stellar fits in Bowler et al.
(2012), is best fitted as a star, with the characteristic ‘hook’
in the SED clearly seen in Fig. B1.

Only two of the original ten candidates (268511 and
95661) do not lie within the deep strips, however we remea-
sured the photometry using the improved data reductions of
the full field. Candidate 95661 was included in the Bowler
et al. (2012) sample as a result of the large errors on the pho-
tometric redshift of z = 6.13+0.38

−0.27, but is now excluded from
our new sample as a z < 6.5 galaxy with best-fitting pho-
tometric redshift of z = 6.25+0.10

−0.13. Finally, object 268511
remains a good z > 6.5 LBG candidate, although as it is
effectively only detected in the Y -band there is still the pos-
sibility of it being a transient. Hence, we include candidate
268511 in the final sample as our only candidate from the re-
gion of the full 1 deg2 of overlapping multiwavelength imag-
ing not covered by the ultra-deep DR2 imaging.

In conclusion, of the ten candidate z > 6.5 galaxies
presented previously in Bowler et al. (2012), all four of the
‘robust’ candidates are reconfirmed here. Two of the three
‘insecure/contaminant’ galaxies are still present in the sam-
ple, with the third candidate being excluded as a star based
on the improved photometry. Only one of the three ‘inse-
cure’ candidates is retained in our final z ' 7 sample, with
the two excluded galaxies now confirmed to lie at a slightly
lower redshift in the range 6.0 < z < 6.5. We present the im-
proved photometry and derived SED properties for all ten
candidates in the Appendix, along with the SED fits and
postage-stamp images of the three candidates from Bowler
et al. (2012) that are not included in the final sample in this
paper.

5 GALAXY PROPERTIES

The extensive multiwavelength photometry available within
the UltraVISTA and UDS fields allows an investigation of
the physical properties of the galaxies, which further exploits
the SED fitting analysis utilised in the selection of our sam-
ple. Here we present the derived physical properties includ-
ing stellar masses, star-formation rates (SFRs) and specific
star-formation rates (sSFRs). The section ends with an in-
vestigation into the rest-frame optical colours of the galaxies
including the potential effects of nebular line emission.
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Table 4. The physical properties of the galaxies in our z ' 7 sample derived from the best-fitting SED models. The stellar mass, SFR
and sSFR were determined from the best-fitting τ -model with the errors derived from the points with ∆χ2 = 1 from the minimum χ2

value, after minimising over all other variables. A sSFR of 100 Gyr−1 corresponds to the maximum attainable in the set of models we use,
which always corresponds to an uncertain mass estimate. We also present the SFRUV derived using the Madau, Pozzetti, & Dickinson

(1998) prescription, which converts the observed rest-frame UV flux into a SFR directly. The absolute rest-frame UV magnitudes of our

galaxies were measured on the best-fitting model (corrected to total magnitudes using a point-source correction) in the rest-frame, when
observed through a top-hat filter of width ∆λ = 100Å centred on 1500Å. Note that the absolute magnitudes presented here have not

been corrected for gravitational lensing magnification, as discussed in Section 7.3. In the final two columns we present the rest-frame UV

slope index β, calculated by fitting a power law to the measured Y JHK or JHK photometry. A missing value for β indicates that the
object has large uncertainties in one or more bands and hence a secure value could not be obtained.

ID log(M?/M�) SFR sSFR SFRUV M1500 βY JHK βJHK B12

/M�yr−1 /Gyr−1 /M�yr−1 /mag

136380 8.4+0.6
−0.1 27+22

−16 100+0
−88 19 −22.0 −2.4± 0.4 −2.4± 0.6

28495 10.1+0.1
−0.7 23+190

−15 2+68
−1 21 −22.1 −2.0± 0.4 −2.0± 0.5

268511 8.5+0.5
−0.1 31+9

−19 100+0
−87 20 −22.1 −3.5± 0.9 −3.9± 1.2 6

268037 8.6+0.5
−0.2 43+29

−31 100+0
−92 18 −21.9 −1.8± 0.4 −0.8± 0.6

65666 9.2+0.4
−0.3 89+87

−72 54+46
−49 27 −22.4 −2.0± 0.3 −2.1± 0.5 4

211127 8.8+1.3
−0.4 17+62

−11 28+72
−27 18 −21.9 −2.7± 0.5 −2.0± 0.8 †

137559 8.4+0.9
−0.1 20+28

−14 91+9
−86 14 −21.7 −2.8± 0.6 −2.8± 0.4

282894 9.9+0.2
−0.3 8+25

−5 1+5
−0.5 12 −21.5 −2.8± 1.0 –

238225 9.0+0.6
−0.2 110+48

−98 100+0
−98 25 −22.3 −1.9± 0.4 −1.8± 0.5 3

305036 10.4+0.6
−1.6 10+459

−8 0.4+100
−0.3 20 −22.1 −1.6± 0.3 −1.8± 0.6 †

35327 8.3+0.8
−0.1 21+21

−14 100+0
−95 15 −21.7 −3.5± 1.1 −2.9± 1.1

304416 10.5+0.5
−1.0 26+560

−16 0.9+99
−0.7 47 −23.0 −1.9± 0.2 −1.9± 0.3 1†

185070 10.5+0.2
−1.6 10+270

−9 0.3+100
−0.2 17 −21.9 −1.8± 0.3 −1.7± 0.5 †

169850 8.9+0.2
−0.1 78+16

−38 100+0
−69 35 −22.7 −2.2± 0.2 −2.2± 0.3 2

304384 9.4+1.4
−0.4 250+120

−250 100+0
−100 26 −22.3 −1.9± 0.4 −2.3± 0.6 5†

279127 9.2+0.2
−0.6 21+54

−9 12+88
−8 25 −22.3 −2.8± 0.4 −3.8± 0.8

170216 9.0+0.7
−0.8 15+86

−12 17+83
−15 11 −21.4 −2.0± 0.6 −0.8± 1.2

104600 8.9+1.3
−0.2 74+84

−67 100+0
−100 20 −22.1 −2.2± 0.3 −2.4± 0.5 †

268576 9.6+0.3
−0.2 4+15

−1 1+6
−0.6 12 −21.5 −2.5± 0.6 −2.7± 1.0

2103 9.4+0.3
−0.7 10+130

−4 4+96
−2 16 −21.8 −2.0± 0.6 −1.2± 0.9

179680 10.5+0.6
−1.5 22+610

−21 0.6+99
−0.5 20 −22.1 −1.5± 0.4 −1.5± 0.6 †

18463 8.2+1.2
−0.1 17+11

−12 100+0
−98 12 −21.5 – – †

122368 9.5+0.2
−0.7 7+7

−5 2+9
−1 9 −21.2 −4.1± 1.2 −2.5± 2.0

583226 9.8+0.2
−0.7 7+160

−5 1+99
−0.7 12 −21.5 −2.0± 0.5 −1.8± 0.8

82871 9.3+0.3
−0.7 11+76

−5 5+95
−3 15 −21.7 −2.3± 0.4 −1.3± 0.7

68240 10.0+0.3
−0.1 8+43

−3 0.8+4
−0.3 25 −22.3 −2.2± 0.3 −2.3± 0.5

271028 9.0+1.4
−0.3 97+140

−94 100+0
−100 12 −21.5 −1.9± 0.4 −2.2± 0.6 †

30425 9.9+0.2
−0.6 12+229

−4 2+98
−0.7 22 −22.2 −2.2± 0.4 −3.0± 0.7 9

234429 8.9+0.6
−0.8 9+62

−6 12+88
−10 10 −21.3 −3.4± 1.1 –

328993 10.3+0.1
−0.4 28+76

−25 2+10
−1 11 −21.4 −2.0± 0.7 −1.9± 1.1

35314 8.8+0.7
−0.4 35+47

−27 62+38
−59 20 −22.0 −2.5± 0.4 −2.6± 0.4

118717 10.2+0.6
−0.9 3+320

−1 0.2+100
−0.1 16 −21.8 −1.8± 0.4 −1.6± 0.4 †

88759 10.3+−0.0
−0.3 17+2

−8 0.8+0.2
−0.7 21 −22.1 −1.8± 0.3 −1.9± 0.3

87995 10.0+0.5
−1.4 13+210

−10 1+99
−1 16 −21.8 −2.0± 0.5 −2.0± 0.5 †

5.1 Stellar populations

5.1.1 Stellar masses, SFRs and sSFRs

We present the stellar mass, SFR and sSFR for each object
in the full sample in Table 4, derived from the range of τ -
models we fitted to the photometry. Around half (19/34)
of the galaxies in our sample have masses close to that
found for fainter galaxies with M? ∼ 109M� (McLure et al.
2011). However, as would be expected for our more luminous
sample, the remaining 15 galaxies have significantly higher
masses in the range 9.5 < log(M?/M�) < 10.5. We note
however, that masses below log(M?/M�) = 9.5 become in-
creasingly uncertain, as they often arise from non-detections

in the Spitzer/IRAC bands that correspond to the rest-
frame optical part of the galaxy SED (and hence better trace
the stellar mass of the galaxy). The majority of the galax-
ies have SFRs in the range 2 < SFR/M�yr−1 < 40 from
the best-fitting τ -model, which is consistent with the SFR
determined directly from the UV luminosity via the Madau
et al. (1998) formalism. For the 15 galaxies that have masses
at 9.5 < log(M?/M�) < 10.5, we find a mean sSFR of
1.0±0.1 Gyr−1 where the error quoted is the standard error
on the mean. The errors on any individual measurement of
the sSFR are large as a result of degeneracies in the SED
fitting process, where in general a very young model with sig-
nificant attenuation cannot be distinguished from an older
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model with little dust. Previous studies with less massive
galaxies (M? ∼ 109M�) found higher values of sSFR than
we find in our sample. For example, Smit et al. (2013) put
a lower limit of sSFR > 4 Gyr−1 from a small sample of
z = 6.8 lensed LBGs, which is consistent with the value of
sSFR ' 10 Gyr−1 found by Stark et al. (2013). We do not in-
clude models with nebular emission lines in our SED fitting
analysis, which can result in underestimated masses by a fac-
tor of ' 2.4–4.4 (Stark et al. 2013), where the larger value
assumes a continued evolution in the EW distribution of the
contaminating lines beyond z = 5. Although correcting the
masses of our sample by the factors derived by Stark et al.
(2013) would bring our results into line with previous results,
the inclusion of nebular emission lines into the SED models
not only affects the resulting stellar mass estimate, but can
result in younger ages and lower dust attenuation which sub-
sequently affects the SFR estimate (de Barros et al. 2012).
However Curtis-Lake et al. (2013) found that sSFRs at z ' 6
were increased by a factor of at most two when nebular emis-
sion lines were included, and therefore it is likely that our
sample shows a genuinely lower sSFR that lower-mass galax-
ies at z ' 7, with a sSFR . 2 Gyr−1. The lower value of
sSFR we find for our sample of M? ∼ 1010M� galaxies is
consistent with a galaxy formation model where star for-
mation is most efficient in smaller galaxies (e.g. Kauffmann
et al. 2003).

From the subset of galaxies in our sample that have
lower and hence more uncertain masses, there are several
objects that have very low masses coupled with high best-
fitting SFRs ' 30 − 100 M�yr−1 and hence extreme sSFR
' 100 Gyr−1. Closer inspection of the best-fitting SEDs for
these candidates show that they tend to have very blue SEDs
and non-detections in the Spitzer/IRAC bands, which re-
sults in the SED fitting procedure fitting the youngest pos-
sible age (10 Myr) in an attempt to reproduce the steep
spectral slope. While it is plausible that the extreme sSFRs
observed could be genuine, resulting from a brief burst of
star-formation in the galaxy, insufficient depth in the rest-
frame optical region of the spectrum is more likely the cause
of the large sSFRs. The near-infrared data available in the
UltraVISTA and UDS fields is substantially deeper than the
Spitzer/IRAC imaging, and the photometric errors on many
of these galaxies are sufficiently large to allow a SED fit with
a more moderate SFR and mass within the errors, as illus-
trated by the large uncertainties shown in Table 4.

With improved photometry for the Bowler et al. (2012)
sample of galaxies, we find that the derived physical proper-
ties of the objects are more extreme in the analysis presented
here. The high SFR and sSFR for several of the Bowler et al.
(2012) objects are also a result of extremely young best-
fitting ages as was the case for fainter galaxies described
above, where the close-to-flat near-infrared photometry can
typically be best-fitted using a model with a young age, high
SFR and a large dust-attenuation. By requiring zero dust
attenuation using the Madau, Pozzetti, & Dickinson (1998)
prescription we find more moderate values of the SFR, which
then produce slightly lower sSFRs ∼ 10 − 60 Gyr−1. In the
case of the top candidate in Bowler et al. (2012) which now
has a more moderate SFR, further tension in the fitting was
introduced in Bowler et al. (2012) by including confused
IRAC photometry, which is excluded from the SED fitting
procedure here.

5.1.2 Rest-frame UV slope

The rest-frame UV slope β was calculated for the galax-
ies in our sample by fitting a power law to the Y JHK or
JHK photometry following the method of Rogers et al.
(2013a). The error on the derived slope is reduced by in-
cluding the Y -band. However, above z = 6.8 the Y -band is
an unreliable continuum measure, due to the Lyman-break
moving through the filter and potential contamination by
Lyα-emission, and hence we quote the JHK value for com-
parison. The median values of β = −2.1 and β = −2.0 in-
cluding the Y JHK and JHK bands respectively, are con-
sistent with the value found for fainter galaxies at z ∼ 7
using the same fitting method (β = −2.1 ± 0.2; Rogers
et al. 2013a; Dunlop et al. 2013) and using the colours di-
rectly (β = −2.33 ± 0.33; Bouwens et al. 2013). However,
there is evidence that a colour-magnitude relation extends to
z = 7 (Bouwens et al. 2013), and in which case we would ex-
pect the relatively luminous galaxies presented here to have
redder rest-frame UV slopes on average. The relation derived
by Bouwens et al. (2013) would predict an average β = −1.6
at MUV ' −22 and β = −1.4 at MUV ' −23. The β val-
ues for the faintest galaxies presented here at M1500 > −22
have large errors and exhibit a wide scatter, however the
two brightest galaxies (304416 and 169850) that were origi-
nally selected in Bowler et al. (2012) are detected at ∼ 10σ
in the near-infrared bands and have absolute magnitudes of
M1500 ∼ −22.7 (correcting for gravitational lensing as dis-
cussed in Section 7.3). Both candidates show bluer β values
than predicted by the relation from Bouwens et al. (2013),
with βY JHK = −1.9± 0.2 and βY JHK = −2.2± 0.2 respec-
tively. However, the most recent results at z = 5 suggest
that the bluest galaxies have a similar β at all luminosities,
with an increased scatter to redder values with increasing
luminosity, possibly as a results of greater dust attenuation
or age spread (Rogers et al. 2013b). The bluer values of β we
find for the two brightest members of our sample are cou-
pled with best-fitting models that show low values of dust
extinction (AV = 0−0.2), and therefore these galaxies could
be extreme examples of the generally redder population of
galaxies at M1500 ' −22.5. Our results contrast with Willott
et al. (2013), who found a redder rest-frame UV slope of
β = −1.44 ± 0.1 in a stack of bright M1350 ∼ −22 galaxies
at z = 6, which was attributed to dust-reddening. Further
imaging within the ultra-deep UltraVISTA survey regions
over the next few years will allow more accurate β measure-
ments for a larger sample of objects, and hence a meaningful
constraint on the very bright-end of the colour-magnitude
relation at z ' 7 .

5.2 Nebular emission

There is growing evidence for the presence of nebular emis-
sion lines in the spectra of high-redshift galaxies (Stark
et al. 2013; Smit et al. 2013). Aside from the physical
repercussions for the star-formation environment at high
redshift, the contamination of the rest-frame optical pho-
tometry by nebular emission lines can increase the stel-
lar mass estimate and hence artificially suppress the de-
rived sSFR (Stark et al. 2013). In contrast to the major-
ity of LBGs known, our candidates are sufficiently bright
to be detected in the Spitzer/IRAC [3.6µm] and [4.5µm] -
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Figure 3. The [3.6µm] − [4.5µm] colours plotted against pho-

tometric redshift for the UltraVISTA DR2 and UDS candi-

dates. The grey and blue shaded regions represent the predicted
[3.6µm]− [4.5µm] colours as a function of redshift as described in

the text, for Bruzual & Charlot (2003) models with or without

strong emission lines added respectively. Candidates with con-
fused IRAC photometry, defined as when flux from a nearby ob-

ject enters the 2.8-arcsec diameter circular aperture of the can-

didate, are not plotted here. If an object was not detected at
greater than 2σ significance in either band then it has been ex-

cluded from the plot. Limit arrows represent objects that were
undetected at less than 2σ significance in the appropriate band,

and here the magnitude in the undetected band has been replaced

by the locally-determined 2σ limiting depth for that object. The
dominant emission lines present in each IRAC filter at that par-

ticular redshift are shown by the marks at the top of the plot. The

data point at z = 6.6 with extremely small errors on the redshift
is the spectroscopically-confirmed LAE Himiko.

filters, and several galaxies within our sample show an un-
usual [3.6µm] − [4.5µm] colour that cannot be reproduced
by continuum fits for high or low-redshift galaxies. The
[3.6µm]− [4.5µm] colours of dwarf stars can reproduce such
colours (see Figure 3 of Bowler et al. 2012), and the stel-
lar locus in [3.6µm] − [4.5µm] colour would roughly follow
the predicted nebular emission curve. The dependence oc-
curs because cooler T-dwarfs have extremely red spectra
([3.6µm] − [4.5µm] ∼ 0.0–2.0) and hence become confused
with higher redshift candidates, whereas the M and L dwarfs
tend to have colours of [3.6µm]− [4.5µm] ∼ −0.5 and best-
fit galaxy redshifts of zphot < 6.7. However, we expect the
degree of stellar contamination in our sample to be very
low, as a result of our SED fitting analysis in combination
with FWHM measurements (see Section 4) that can aid the
exclusion of point sources for the candidates with the best
(but still significantly worse that the high-redshift models)
stellar fits.

For comparison with our observations, we predict the
[3.6µm] − [4.5µm] colours for continuum only and contin-
uum + nebular emission by adding bright nebular emission
lines to stellar continuum models. The underlying contin-
uum was taken from a Bruzual & Charlot (2003) model
with a constant SFH, Chabrier IMF, ages of either 10 or
100 Myr and metallicities of either 1/5 Z� or 1/50 Z�. The
model parameters were chosen to produce a range of plau-
sible [3.6µm] − [4.5µm] colours, while including the bluest
values that could be exhibited by a realistic star-forming

galaxy at high redshift in the absence of nebular emission
lines. The expected colours for a given rest-frame equivalent
width of Hβ and [OIII] combined were estimated assuming
the Hβ to [OIII]λ4959, 5007 and Hβ to [OII]λ3727 ratios for
a metallicity of 1/5 Z� calculated by Anders & Alvensleben
(2003), and assuming the Hα to Hβ ratio of 2.87 from Os-
terbrock & Ferland (2006). The combined EW0 of Hβ to
[OIII] λ4959, 5007 was chosen to be a minimum of 637 Å at
z = 6.8, to correspond to the lower limit for the EW0 of the
mean z = 7 galaxy derived by Smit et al. (2013). An upper
value for the EW0 was taken to be 1582Å, the value derived
from the four bluest galaxies in the Smit et al. (2013) sam-
ple. The EW0 was allowed to evolve with redshift according
to EW (Hβ + [OIII]) ∝ (1 + z)1.8 which has been derived
from lower-redshift results (Fumagalli et al. 2012). Although
we did not calculate the relative line strengths using a full
recombination analysis, our results closely mimic those pre-
sented in Wilkins et al. (2013) where the full analysis was
undertaken.

Our observed [3.6µm]− [4.5µm] colours plotted against
the best-fitting photometric redshift (without Lyα emission
included), along with the predicted colours from our models
are shown in Fig. 3. We excluded candidates that had con-
fused IRAC photometry, and those that were undetected at
less than 2σ significance in both IRAC filters, resulting in 15
galaxies remaining. Around half of the galaxies with isolated
IRAC detections are consistent with continuum-only mod-
els, however the remaining galaxies show deviations from
the approximately flat colour and follow the predictions for
continuum + nebular emission line models. de Barros et al.
(2012) found that 65% of z ∼ 3 − 6 galaxies showed signs
of strong nebular emission lines, which would agree with
our results that a fraction of our sample show IRAC colours
consistent with no nebular contamination, assuming that
the galaxies that are detected in the IRAC bands are rep-
resentative of the population as a whole. Our results are
also consistent with Smit et al. (2013), who found evidence
for strong nebular emission in the majority of seven lensed
galaxies around zphot ' 6.7. Future deconfusion analysis of
the ‘ultra-deep’ imaging regions and spectroscopic confir-
mation of the candidates would allow tighter constraints on
the prevalence and strength of nebular emission lines in the
SEDs of bright z ∼ 7 galaxies.

6 GALAXY SIZES

Lyman-break galaxies are known to be smaller at high-
redshift, with the median half-light radius for faint (0.1-
1L∗) galaxies being r1/2 < 1 kpc at z = 7 (Oesch et al.
2010; Huang et al. 2013). Confirmation of the existence of a
clear size-magnitude relation (as observed at lower redshift)
becomes challenging at z > 6, because of the restricted lumi-
nosity baseline over which sizes can be accurately measured.
For example, the few tens of galaxies at z > 7 detected and
measured in the HUDF by Oesch et al. (2010) and more re-
cently in the UDF12 dataset by Ono et al. (2013) typically
have sizes at the limit of the resolution of HST (< 0.1 arcsec,
which corresponds to a physical size of d < 0.5 kpc at z = 7).
By incorporating the wider-area CANDELS data, Grazian
et al. (2012) were able to determine a size-magnitude re-
lation at z = 7 extending to MUV ' −21. An extrapola-
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Figure 4. The measured FWHM as a function of magnitude for the UltraVISTA and UDS galaxy samples in the top and bottom
row respectively. Each column shows the results for the z′ and J-bands, with the galaxy candidates presented as the blue circles. The

four galaxies that lie within the COSMOS CANDELS imaging are shown as cyan circles. The magnitudes presented for the real and
artificial sources are raw 1.8-arcsec diameter circular aperture values. The red stars show the FWHM of faint galactic dwarf stars, that

were originally selected as high-redshift galaxy candidates but later excluded as stars based on the SED fitting analysis. The black curve

shows the median value of recovered FWHM as it varies with the magnitude of injected point sources, and the dark and light grey bands
show the 68% and 95% confidence intervals respectively. The dotted lines show the median value of recovered FWHM for Sersic profiles

with r1/2 = 1.5, 5.0 and 10.0 or 15.0 kpc, that were convolved with the PSF and injected into the images.

tion of the size-magnitude relations of Oesch et al. (2010)
and Grazian et al. (2012) would predict 1.0 . r1/2 . 1.5kpc
for the bright galaxies detected here (−22 &MUV & −23 at
z = 7). Converting the half-light radius into a full-width at
half-maximum (FWHM) depends on the functional form of
the surface-brightness profile; here we assume a Sersic profile
with Sersic index n = 1.5 following Oesch et al. (2010).

6.1 FWHM measurements

We measured the FWHM of the galaxies in the final Ultra-
VISTA and UDS samples shown in Table 3 using SExtrac-
tor, where the value is calculated from a Gaussian fitted to
the core photometry. Note that fitting a Gaussian to an ex-
tended Sersic profile causes an overestimate of the FWHM,
and can be sensitive to the deblending procedure in SEx-
tractor, which can cause nearby objects to be grouped and
the resulting FWHM measurement to be larger than for the

central object alone. The FWHM of the UltraVISTA and
UDS galaxies in the z′ and J-bands are shown in Fig. 4,
along with the measured FWHM of simulated stars and
galaxy profiles within each field. The Y -band imaging has
poorer seeing than the J-band, and is of insufficient depth in
the UDS image for FWHM measurements, and hence is not
used. To simulate the range of sizes of recovered point spread
functions (PSFs) and typical galaxy profiles, we injected and
recovered simulated source profiles into the images. The PSF
derived using the method described in Section 2.4, and Sersic
galaxy profiles with a given r1/2, were scaled to an input 1.8-
arcsec circular aperture magnitude and injected into blank
regions of the z′ and J-band images. Simulated galaxy pro-
files were created with intrinsic r1/2 = 1.5, 5.0, 10.0 and 15.0
kpc, and were then convolved with the PSF (modelled here
as a Moffat function obtained by fitting to the stacked PSF).
The injected images were then analysed using SExtractor,
and the FWHM and aperture magnitude measurement was
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extracted for each recovered source, thus providing a con-
sistent size measurement for comparison with our sample.
In general, the recovered FWHM increases towards fainter
magnitudes as a result of noise in the measurement, with
the 68% and 95% confidence levels showing asymmetry as
a result of the increased probability of detection of a source
that has been boosted in magnitude and size. As you would
expect, the FWHM measurements become increasingly un-
reliable to fainter magnitudes, where the median FWHM
turns over and starts to decrease as a result of the bias in
selection; only sources that sit on a noise spike at such faint
magnitudes will be detected and included.

Of the 30 galaxies in our final UltraVISTA sam-
ple, approximately two-thirds are consistent with having
r1/2 > 1.5 kpc assuming a Sersic profile with n = 1.5.
The z′-band imaging shows a clearer separation of the mea-
sured FWHM of galaxies in our sample and that from PSFs,
due to the increased depth and better seeing available com-
pared to the J-band imaging. Several of our brightest galax-
ies, including the brightest candidates from Bowler et al.
(2012), are clearly resolved in the ground-based imaging,
showing FWHM values that would suggest intrinsic sizes
up to r1/2 ∼ 5 kpc. Although the majority of the UltraV-
ISTA galaxies are also consistent with being unresolved in
the ground-based imaging, as shown by the 95% percentile
displayed in Fig. 4, the distribution of FWHM values away
from the locus of recovered genuine points sources suggests
otherwise. Stellar contamination of the sample is strongly
ruled out by the SED fitting, and given that the current
known size-magnitude relation would predict a FWHM that
is only just resolvable from the ground, it is entirely plausi-
ble that we would find unresolved galaxies with the available
seeing. This point is reinforced in Section 6.2, where we anal-
yse HST imaging of four galaxies in the UltraVISTA sample
that are consistent with being a point source in the ground-
based data (highlighted in cyan on Fig. 4), and find strong
evidence that they have extended low surface brightness fea-
tures.

From the final UDS sample of four galaxies, two ap-
pear resolved in the z′-band imaging (see Fig. 4), including
the known extended z = 6.595 galaxy Himiko, which is the
only UDS candidate to appear clearly resolved in the J-band
imaging. Himiko has an extent of ∼ 9 kpc in the continuum
measured from higher resolution HST imaging, consistent
with the FWHM measured here, and a diffuse Lyα halo
greater than 17 kpc across. There are no sources in the Ul-
traVISTA sample that have FWHM suggesting that they
exceed 5 kpc in size, supporting the conclusion that Himiko
is an extremely rare triple merger system and not a typical
mAB ∼ 25 galaxy at z = 7.

Our results agree with Willott et al. (2013), who found
that around half of their bright z ∼ 25 LBGs at z = 6
were resolved in the CFHTLS ground-based imaging which
had a seeing of 0.85-arcsec. They found a median galaxy
FWHM = 1.1-arcsec, which corresponded to an intrinsic
FWHM = 0.35-arcsec or a r1/2 = 2 kpc. Willott et al. (2013)
noted that, from high-resolution imaging of several members
of their sample with HST, many of the galaxies appeared
clumpy and extended with features up to 6 kpc from the cen-
tre. Similarly, the two brightest z850-drops presented in Ono
et al. (2013) are formed of multiple components. These re-
sults suggest that mergers or interactions may be prevalent

in bright galaxies at high redshift, although it is possible
that these low surface brightness features are also present in
fainter galaxies beyond the current detection limits.

6.2 HST imaging from CANDELS

Of the 30 candidates within the 1 deg2 of UltraVISTA imag-
ing, four lie within the 200 arcmin2 of the CANDELS COS-
MOS field (Grogin et al. 2011) which lies close to the centre
of the CFHTLS pointing that defines our maximal survey
area, and hence in the left-central strip of the ‘ultra-deep’
UltraVISTA imaging. The CANDELS COSMOS field con-
sists of a mosaic of 4 × 11 pointings of HST/WFC3 pro-
viding F125W (J125) and F160W (H160) imaging, and ACS
imaging taken with the F606W (V606)and F814W (I814) fil-
ters in the parallel observations (Koekemoer et al. 2011). In
Fig. 5 we present postage-stamps of the four objects in the
J125 and H160 images, with the corresponding VISTA J and
H images for comparison. The measured photometry and
FWHM values from SExtractor are shown in Table 5.

Of the four candidates we find in the UDS, the LAE
Himiko lies within the 145 arcmin2 of CANDELS UDS imag-
ing. The detailed analysis of Himiko from the HST imag-
ing was presented by Ouchi et al. (2013), who found the
galaxy to consist of three components in an apparent triple-
merger system. A triple-merger system is very rare at any
redshift, and the UltraVISTA galaxies that lie within the
CANDELS COSMOS imaging do not show any evidence of
multiple components. The four galaxies in the CANDELS
imaging however are fainter than Himiko, with absolute
magnitudes in the range −21.9 6 M1500 6 −21.5 compared
to M1500 = −22.1, and the brightest candidates presented
here are comparably extended from the FWHM measure-
ments in the ground-based imaging. Our sample includes
galaxies brighter or comparable to the luminosity of Himiko,
and hence follow-up with HST could determine how many
of the most luminous z = 7 galaxies are in merger systems
and would constrain the size-magnitude relation at the very
bright end.

In the UltraVISTA imaging the four candidates, high-
lighted in Fig. 4, show FWHM that are consistent with
being unresolved at ground-based resolution, with the ex-
ception of 271028 which appears marginally resolved in the
z′-band imaging. The typical resolution of the HST/WFC3
J125 and H160 imaging in the CANDELS fields is 0.20±0.01-
arcsec (Koekemoer et al. 2011), and hence of the four candi-
dates, three immediately appear resolved in the WFC3 data
on the basis of the FWHM measurements. The brightest
object in the WFC3 imaging, 211127, is close to being un-
resolved with a FWHM = 0.22 that only slightly exceeds
the value expected for a point source. The remaining galax-
ies have larger FWHM in the range 0.3–0.5 arcsec, which is
supported by the observed elongation of several galaxies in
the images shown in Fig. 5. Note that object 268576 lies near
the edge of the image and hence the size and photometry
measurements are subject to large uncertainties.

6.2.1 Photometry

When comparing the measured aperture magnitudes shown
in Table 5, we find an offset between the photometry mea-
sured in the UltraVISTA J and HST/WFC3 J125 imaging

c© 2013 RAS, MNRAS 000, 1–25



16 R. A .A. Bowler et al.

Figure 5. Ground-based and HST postage-stamp near-infrared images of the four galaxy candidates that lie with the CANDELS
COSMOS imaging. For each object the UltraVISTA Y + J detection image is shown on the left, followed by the UltraVISTA J-band,

WFC3 J125, UltraVISTA H and WFC3 H160 stamps. Each stamp is 10 x 10 arcsec2, with North to the top and East to the left. Three

of the objects presented are fairly close to a low-redshift extended galaxy, however with the improved resolution provided by HST the
objects are confirmed as clearly separate objects. Note that object 268576 lies near the edge of the WFC3 imaging, and hence the errors

on the photometry and size measurements are correspondingly higher.

Table 5. The measured photometry and errors for the four z ' 7 galaxies in our sample that lie within the area of HST imaging provided

by the CANDELS COSMOS survey. The measurements from the UltraVISTA J and H data were made in a 1.8-arcsec diameter circular
aperture and corrected to the 80% enclosed flux level. The J125 and H160 photometry was measured in a 0.6-arcsec diameter circular

aperture, which corresponds to 80% enclosed flux for a point source. The object ID 211127 appears barely resolved in the WFC3 imaging
based on a measured FWHM close to the typical resolution of 0.20-arcsec, but as shown in Fig. 6, all four galaxies are clearly resolved

in the HST imaging.

ID J J125 H H160 FWHM J FWHM J125 M1500

/arcsec /arcsec

211127 25.4+0.3
−0.2 25.6+0.1

−0.1 > 25.8 25.6+0.1
−0.1 1.1 0.21 −21.9

185070 25.3+0.2
−0.2 25.7+0.1

−0.1 25.6+0.6
−0.4 25.6+0.1

−0.1 1.3 0.31 −21.9

268576 25.6+0.3
−0.3 25.7+0.1

−0.1 > 25.9 26.0+0.1
−0.1 1.2 0.48 −21.5

271028 25.3+0.3
−0.3 25.8+0.1

−0.1 25.3+0.6
−0.4 26.0+0.1

−0.1 1.6 0.37 −21.5
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which is inconsistent with the galaxies being point sources.
Excluding object 268576 near the edge of the imaging, we
find a mean offset of 0.4 mag between the raw 0.6-arcsec
diameter aperture photometry measured on the J125 image
(80% enclosed flux for a point source) and the 1.8-arsec di-
ameter aperture photometry measured on the J-band image
(∼ 70% enclosed flux) when corrected to match the enclosed
flux level of the WFC3 imaging. Of course the most ex-
tended galaxies in the higher resolution HST imaging will
similarly appear extended in the ground-based imaging, as
we have shown the majority of the galaxies in our sample ap-
pear resolved in the z′ and J-band data. However, because
the circular apertures we used for photometry in the space-
and ground-based data are designed to enclose around 70-
80% of the flux of a point source, in the case of a resolved
galaxy, more of the flux will spread beyond the aperture in
the higher resolution HST imaging compared to the ground-
based imaging where the seeing dominates over the intrinsic
FWHM. We created model galaxy profiles to predict the
magnitude offset we would expect between the VISTA and
WFC3 imaging for an extended profile as compared to a
point source. A magnitude offset of 0.4 mag could be repro-
duced if the simulated galaxy with an exponential profile
(Sersic index n = 1) had a half-light radius of r1/2 = 1 kpc.
Such a profile would result in 0.05 mag being lost from the
ground-based aperture (increased to 0.1 mag for a profile
with r1/2 = 1.5 kpc). The ground-based imaging provides a
closer measure of the true total flux of the galaxy than the
results of using small apertures on higher resolution HST
imaging, when the galaxy is assumed to be unresolved in
both cases.

Finally, we measured the photometry for our sample us-
ing larger apertures, to empirically determine what the effect
of assuming our galaxies are point sources in the ground-
based imaging has on the total magnitudes derived. We
used 3-arcsec diameter circular apertures (corrected to to-
tal assuming a point source) and two further magnitudes
from SExtractor; the MAG AUTO which returns an esti-
mate of the total magnitude using Kron apertures and and
MAG ISOCOR which uses isophotal apertures corrected to
total using a Gaussian approximation to the galaxy profile.
For the brightest objects, where Kron and isophotal magni-
tudes correspond to a sufficiently accurate total magnitude,
we found an offset of ∼ 0.1 mag compared with the total
magnitude initially measured in a 1.8-arcsec aperture and
then corrected to total, which is in agreement with that
found for a simulated Sersic profile with r1/2 = 1 kpc as de-
scribed above. Hence, from our ground-based imaging mea-
surements, we expect at most a 0.1 mag brightening of our
candidates to correct for missing flux beyond the apertures
we use. In the case of the J125 and H160 imaging however,
the offset is significantly larger and can result in an underes-
timation of the total magnitude of the galaxy by ∼ 0.4 mag
for photometry measured in a 0.6-arcsec diameter circular
aperture.

6.2.2 Surface-brightness profiles

The surface-brightness profiles for the four galaxies in our
sample that lie within the CANDELS COSMOS imaging
are shown in Fig. 6. Each galaxy was normalised within the
central circular aperture of radius 0.1 arcsec, and the nor-

Figure 6. The J125 surface-brightness profiles of the four galaxies

in the UltraVISTA sample that lie within the CANDELS COS-
MOS HST imaging. Stellar profiles are shown for comparison (red

lines), and all the galaxies and stars have been normalised to a
peak flux of 1.0 in a 0.2-arcsec diameter aperture. All four galaxies

show extended profiles.

malised surface brightness was calculated in annuli of width
0.05 arcsec. We extracted several unsaturated stars from the
imaging and computed the surface brightness for compari-
son with the galaxy candidates. The profiles show that the
first three galaxies show compact cores, surrounded by ex-
tended emission that is observable to a maximum radius of
0.8-arcsec. For object 211127, which has a FWHM consistent
with being a point source in the J125 image, the presence of
extended emission further rules out a galactic dwarf star
(which is strongly disfavoured from the SED fitting analy-
sis). The compact cores observed for galaxies 211127 and
185070 are consistent with being unresolved in the HST
imaging and could suggest a bulge component or active nu-
cleus (further discussed in Section 8.3). The largest galaxy
in our sample as measured by both the UltraVISTA J-band
and J125 FWHM values, 271028, has a core that is signifi-
cantly larger than the stellar point source surface brightness
profile.

7 THE LUMINOSITY FUNCTION

The result of the analysis presented above is a sample of 34
z ' 7 galaxies with M1500 6 −21.2, selected from the 1.65
deg2 of imaging within the UltraVISTA and UDS fields. In
this section we use our sample of galaxies to calculate the
very bright end (M1500 ' −22.5) of the luminosity function
at z = 7. Before we proceed to calculate the binned luminos-
ity function points however, we must calculate how complete
our selection process is and hence ascertain the true number
density of sources our sample implies. At the bright end of
the LF the use of realistic simulations becomes even more
important, because the steeply-declining function can cause
flux boosting of a significant number of galaxies into the
sample from below the flux density limit of the data.
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7.1 Completeness simulations

The sample of galaxies presented here will suffer incom-
pleteness due to a combination of blending with fore-
ground/background objects and photometric scattering
which can shift galaxies over/below the detection thresh-
old of the survey, as well as potentially changing the colours
in such a way as to cause rejection as a contaminant. Hence,
to calculate the LF accurately, the numbers of galaxies in
each magnitude bin must be corrected for these effects.

We calculated the completeness of our two survey fields
by injecting sources, assumed to be unresolved in ground-
based imaging (see Section 6), that mimic high-redshift
LBGs, and recovering them using the same method used for
the selection of galaxies in this paper. We first populated
a grid of absolute magnitude vs. redshift space with steps
of ∆M = 0.1 and ∆z = 0.05, assuming a linearly evolv-
ing Schechter function with redshift as described in McLure
et al. (2009) and McLure et al. (2013). To determine the
effect of a less steep functional form on the completeness
corrections, we also ran simulations where a double power
law was used to populate the input MUV− z plane (see Sec-
tion 7.2). When populating the input MUV − z grid, the LF
was integrated down to one magnitude fainter than the me-
dian 5σ-limit of each field (e.g. an apparent magnitude limit
of Y = 27 for the UltraVISTA DR2 strips), to account for
scattering into the sample from below the magnitude limit
of the survey. For each galaxy in the grid we randomly as-
signed a rest-frame UV slope β, drawing the value from a
Gaussian distribution centred on β = −2.0 with a standard
deviation of σ = 0.2. We then calculated the observed total
magnitude in each band for a galaxy model with that β,
MUV, and z combination, taking models from the Bruzual
& Charlot (2003) library. To inject the galaxy into each
band, the PSF (as determined using the method described
in Section 2.4) was scaled to the apparent magnitude in each
band and added into the images at a random position. For
each survey field, we performed the simulation on 4 to 5
subsections to provide a representative result given the dif-
ferent depths of the individual mosaic panels and strips in
the UltraVISTA and UDS imaging, while keeping comput-
ing time reasonable. We then ran SExtractor on the full
optical and near-infrared images with the artificial sources
injected, and selected objects from the resulting catalogues
that passed the Y , J , or Y +J cuts imposed on the genuine
galaxy catalogues described in Section 3. A non-detection
in the i-band was required, using local depths for the Ul-
traVISTA ultra-deep data and global depths for candidates
in the UDS to match our selection criterion used for the se-
lection of real sources. Finally, SED fitting was performed
and candidates were retained if the χ2 value was acceptable,
and no low-redshift solution had a χ2 within ∆χ2 < 4 from
the minimum. In total we added a total of 750000 artificial
sources to each field through multiple runs of the simula-
tion, with roughly 10000− 50000 candidates being retrieved
depending on the functional form assumed for the input LF.

7.2 The binned luminosity function

The luminosity function in a given absolute magnitude bin,
Φ(M), derived from our data over the full redshift range of
our survey (6.5 < z < 7.5) was estimated using the classic

Figure 7. The z = 7 UV (∼ 1500Å) luminosity function. The re-
sults from our sample of galaxies from the UltraVISTA DR2 and

UDS fields are shown as the red filled circles. The previous esti-

mate calculated in Bowler et al. (2012) is shown as the open red
circle, where the upper and lower circle represent the prediction

if ten or one of the candidates were confirmed to be at z > 6.5.

The best-fitting Schechter function at z = 7 from McLure et al.
(2013) is plotted as the black line, and the best-fitting double

power law is shown as the dashed line. By varying the Schechter
function parameters (M?, φ? and α), a one-sigma confidence limit

on the best-fitting LF can be obtained, and is shown as the grey

shaded region. Data points determined by McLure et al. (2013)
and Bouwens et al. (2011) are shown extending to MUV = −17.

The remaining data points were obtained from wider-area ground-

based surveys by Ouchi et al. (2009a) and Castellano et al.
(2010a,b).

1/Vmax method of Schmidt (1968):

Φ(M) =

N∑
i=1

C(Mi, zi)

Vmax,i
(1)

where the sum is over the N objects in the sample within the
magnitude bin. In the simplest form, the luminosity function
is found by summing 1/Vmax for all N galaxies in the bin,
where Vmax is the maximum volume the galaxy could occupy
and still be included in the sample. The Vmax was calculated
by redshifting the best-fitting SED for each galaxy in the
sample until it was fainter than the required Y and/or J-
limit for detection in each field (with zmax 6 7.5), and sum-
ming the resulting volumes. The incompleteness is taken into
account via the correction factor C(Mi, zi), which depends
on the absolute magnitude and redshift of the galaxy.

When calculating the binned LF from our sample, we
exclude the 0.29 deg2 of shallower data within the Ul-
traVISTA field not covered by the ultra-deep strips, as
the volume is small compared with that from the Ultra-
VISTA ultra-deep and UDS fields combined. The inclusion
of the deep UltraVISTA field in the LF calculation leaves
the fainter bins unchanged, as none of these objects could
have been detected in the shallower data, and reduces the
brightest bin by 18%. To be conservative in our LF esti-
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mation, galaxies were only included if the best-fitting pho-
tometric redshift without Lyα emission was in the range
6.5 < z < 7.5. We chose three 0.5 magnitude wide bins
centred on M1500 = −22.75, −22.25 and −21.75 to span
the range of absolute magnitudes within our sample. The
brighter bin at M1500 = −22.75 is occupied by two galax-
ies, the top two candidates presented in Bowler et al. (2012),
and the fainter bins contain 6 and 9 galaxies respectively. We
note that if all the galaxies listed in Table 3 were included
(i.e. also those which require Lyα-emission in the SED to lie
at z > 6.5) the faintest bins would rise by ' 0.1 dex.

To calculate the correction required for each galaxy due
to the incompleteness of the survey, we compared the re-
sults when using an evolving Schechter function and several
double power law functions. The exponential cut-off at the
bright end of the Schechter function results in a significant
number of galaxies being scattered into the sample from be-
low the limit of the survey. The number of these scattered
galaxies dominates over the intrinsic number of galaxies in
the bin, resulting in a completeness value that exceeds one
and a reduction in the final number density derived. How-
ever, even correcting the number density down as a result of
scattering, we find an excess of galaxies above the Schechter
function prediction, implying that the density of galaxies we
find cannot be accounted for by such a function. One way
to reconcile our results with a Schechter functional form,
given that we find an excess of galaxies at M1500 . −22.0,
would be to assume that the characteristic magnitude, M∗,
is brighter than the current determination of the z = 7 pa-
rameters (McLure et al. 2013; Schenker et al. 2013). How-
ever, the result of shiftingM∗ to a brighter value would bring
the fit into conflict with the data points around the knee
of the function, in particular the points from Ouchi et al.
(2009a) and the brightest bin from McLure et al. (2013).
Hence we proceed to calculate the completeness corrections
assuming a shallower decline at the bright end of the LF as
implied by our data, using a double power law (DPL). Our
DPL function, which is the parameterisation commonly used
to fit the quasar luminosity function (see Section 8.3), has
the following functional form:

φ(M) =
φ∗

100.4(α+1)(M−M∗) + 100.4(β+1)(M−M∗)
. (2)

where φ∗, M∗ and α are the normalisation, the character-
istic magnitude and the faint-end slope in common with
the Schechter function, and the bright-end slope is de-
scribed by the power β. We carried out completeness simu-
lations for DPL functions for bright-end slopes in the range
−4.6 6 β 6 −4.0. The results of the simulations are rela-
tively insensitive to the steepness of the DPL function, with
the results changing by less than 4% in the faintest bins and
the brightest bin remaining unchanged. The data suggest a
more moderate value of β = −4.3, which we use for our final
results presented in Fig. 7 and Table 6.

Finally, if the underlying LF was a Schechter func-
tion, the absolute magnitude distribution should be dom-
inated by galaxies at the limiting depth of the survey,
however we find a more uniform distribution in the range
−22.5 < MUV < −21.5. We calculate the probability of
obtaining the absolute magnitude distribution we find by
drawing a sample at random from the output of our simula-
tions, and determining the number of times the distribution

has the same number or more galaxies in the brighter 0.5
mag section of the M1500 = −22.0 bin as compared to the
fainter section. For a Schechter function we find this distri-
bution in only 3% of cases, whereas for the DPL we find
this distribution in 18% of the samples drawn. The detec-
tion of two extremely bright M1500 ' −22.7 galaxies further
supports our claim of a shallower functional form for the LF.

7.3 Gravitational lensing

Given that the galaxies in our sample are the brightest
known to date at z = 7, we must consider the possibility
that they are gravitationally lensed. There are two scenar-
ios to consider, strong lensing by a lower-redshift galaxy di-
rectly along the line-of-sight of our candidate and moderate
lensing by galaxies close to the line-of-sight. The first case is
ruled out in our sample by the deep optical non-detections
of our galaxies. The second case, of galaxies close to the line-
of-sight causing moderate magnifications has been discussed
before at z = 5 − 6 by McLure et al. (2006), who found a
moderate magnification of < 0.1 mag for several candidates
in their sample, and Willott et al. (2013) who concluded that
the brightest candidate in their sample was lensed by ∼ 0.25
mag. Following the method detailed in McLure et al. (2006),
we calculated the magnification due to gravitational lensing
from galaxies within 10-arcsec of each high-redshift galaxy.
The velocity dispersion, σV , of each potential lensing galaxy
was estimated using the Faber-Jackson relation for early-
type galaxies from Bernardi et al. (2003), which gives a cor-
relation between the absolute magnitude in the rest-frame
i-band and σV at z = 0. The magnification can then be cal-
culated by assuming the gravitational potential is an isother-
mal sphere. The absolute magnitude in the i-band was esti-
mated from the nearest band to the redshifted i-band from
a K-band selected SExtractor catalogue, where the total
magnitude was estimated using MAG AUTO. We assumed
the redshift of the lensing galaxy from the COSMOS Pho-
tometric Redshift Catalogue (Ilbert et al. 2008) for the Ul-
traVISTA sample, and the best-fitting photometric redshift
for the UDS sample, where we found the zphot using our
photometric redshift fitting routine described in Section 3.5
using the K-band selected catalogue.

All of the 34 candidates within our sample have at least
one low-redshift galaxy within 10 arcsec on the sky, and sev-
eral galaxies have up to seven nearby low-redshift galaxies.
The largest magnification comes from the closest galaxies
as you would expect, with galaxies around 2.5-arcsec sepa-
ration typically providing a magnification of 0.1 mag. Our
selection procedure naturally removed genuine high-redshift
galaxies in the wings of low-redshift galaxies, with poten-
tially high-magnification factors, as the foreground galaxy
will contaminate the photometry of the candidate result-
ing in rejection. If the magnification factors from all of the
galaxies within 10 arcsec of the high-redshift galaxy are com-
bined, we find that galaxies in our sample can appear up to
0.3 mag brighter as a result of gravitational lensing. For ex-
ample, the brightest galaxy in our sample at a measured
M1500 = −23.0, has an estimated lensing boost of 0.3 mag
as a result of multiple objects close to the line-of-sight. To
present the most conservative estimate of the bright-end of
the z = 7 LF, we demagnify all of the galaxies in our sam-
ple according to our estimate of the magnification, and use
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Table 6. The binned LF points at z = 7 derived from our combined UltraVISTA and UDS analysis. We use three 0.5 mag wide bins
centred on M1500 = −21.75,−22.25,−22.75 and plot the point at the position of the mean completeness corrected absolute magnitude

in that bin, which is displayed in the second column. The errors derived on the number density are the Poisson errors on the number
counts.

M1500 range M1500 weighted φ φupper φlower

/mag /mag /mag−1Mpc−3 /mag−1Mpc−3 /mag−1Mpc−3

−21.5 < M < −22.0 −21.75 4.10× 10−6 2.73× 10−6 2.73× 10−6

−22.0 < M < −22.5 −22.17 1.69× 10−6 1.00× 10−6 1.00× 10−6

−22.5 < M < −23.0 −22.66 3.59× 10−7 1.05× 10−7 1.05× 10−7

the corrected magnitudes in our derivation of the LF points.
Furthermore, we present the LF points with a weighted cen-
tral magnitude for each bin shown in Table 6, calculated
from the mean completeness corrected absolute magnitude
after demagnification.

8 DISCUSSION

The results of our LF analysis are shown in Fig. 7. Our
results at bright magnitudes M1500 < −21.5 are clearly in
tension with the best-fitting Schechter function fit to fainter
galaxies, and therefore we also fit a DPL to our derived
points and the fainter bins from McLure et al. (2013), with
the parameterisation presented in Table 7. Early work pre-
sented in Bowler et al. (2012) indicated that there may be an
excess of galaxies at the bright end of the z = 7 LF, which
has been reproduced here with a confirmation of the four
brightest galaxies and the majority of the fainter candidates
(see the discussion in Section 4.3 for more details). In partic-
ular, our two brightest bins contain our most secure candi-
dates (with the two galaxies at M1500 ∼ −22.5 now detected
at > 10σ significance) and therefore provide a strong chal-
lenge to the Schechter LF fitted to the fainter datapoints.
The tension between the ground- and space-based observa-
tions could be compounded by the effect of missing flux from
the use of small apertures and a point-source correction in
the HST images. As discussed in Section 6, we find an offset
of ∼0.4 mag between the total magnitudes (and therefore
absolute magnitude) derived from the UltraVISTA imag-
ing and HST CANDELS imaging, when the galaxies are
treated as point sources. The size-magnitude relation would
suggest that this effect is not a problem for the faintest and
therefore smallest galaxies that population the LF, however
around the knee of the function at M1500 ' −21, the ab-
solute magnitudes of the galaxies could be underestimated.
Other ground-based analyses support a shallower decline at
the bright-end of the LF, with the brightest bin of Ouchi
et al. (2009a) higher (but still consistent with) the best-
fitting Schechter function.

Our derivation of the bright-end of the LF at z = 7 is
not in conflict with the current sample of galaxies detected
in the CANDELS survey, which in total provides ∼ 800
arcmin2 of imaging. Using the DPL fit to our data points
at z = 7, we would predict ∼ 4 galaxies at M1500 < −21.5
in the CANDELS wide survey. Finkelstein et al. (2013) has
suggested that there may be an excess of z ' 7 high-SFR
galaxies in the CANDELS Great Observatories Origins Deep
Survey North (GOODS-N), where they found an unusually
bright z = 7.51 LBG with H160 = 25.6 (MUV = −21.2). Ono

Table 7. The best-fitting double power law parameters for the

fits shown in Fig. 8 at z = 5, 6 and 7. The upper part of the
table shows the results at z = 7 when all the DPL parameters

are allowed to vary (shown in Fig. 7). The central section shows

the results when fixing the value of β = −4.4 to the best-fitting
value at z = 5, and the lower section shows the results with φ∗

also fixed.

z φ∗ M∗ α β

/mag−1Mpc−3 /mag

7.0 3.6× 10−4 −20.3 −2.1 −4.2

7.0 3.1× 10−4 −20.4 −2.2 −4.4
6.0 6.1× 10−4 −20.3 −1.9 −4.4

5.0 3.9× 10−4 −21.0 −1.9 −4.4

7.0 3.9× 10−4 −20.3 −2.1 −4.4

6.0 3.9× 10−4 −20.5 −2.1 −4.4

5.0 3.9× 10−4 −21.0 −1.9 −4.4

et al. (2012) found one galaxy at MUV = −21.8 that lies
within the CANDELS GOODS-N wide field, that was spec-
troscopically confirmed to be at z = 7.21. The LAE Himiko
lies within the CANDELS UDS field (M1500 = −22.1) and
of the four new galaxies we find in the CANDELS COS-
MOS field, two have photometric redshift at z > 6.5 and
M1500 < −21.5. The above examples shows that there exist
secure detections of M1500 < −21.5 LBGs at z ' 7 within
the CANDELS fields, with a number in agreement with our
predictions, and also illustrates the potential for follow-up
observations of the brightest high-redshift galaxies as all the
previously known M1500 < −21.5 examples have been spec-
troscopically confirmed.

We note here that when finished, the VISTA VIDEO
survey (Jarvis et al. 2013) should provide the necessary Z
and Y -band depth to search for extremely bright z = 7
LBGs over a total area of 12 deg2, and therefore determine
whether our DPL extrapolation holds to brighter magni-
tudes.

8.1 Comparison with z = 5 and z = 6 results

We present the best constraints available on the z = 5 and
z = 6 LF in Fig. 8. In particular, the number density at the
bright end has been determined by McLure et al. (2009) who
exploited the DR8 release of near-infrared imaging within
the UDS field to select a sample of LBGs at z = 5 and z = 6.
For comparison with our results at z = 7, we fit DPLs to
the binned LF points at z = 5, 6 and 7 from McLure et al.
(2009, 2013) and this work using a simple χ2-minimising
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Figure 8. The z = 5, z = 6 and z = 7 UV (∼ 1500Å) luminosity function points with the best-fitting double power law fits. The

filled red circles show our results for bright galaxies in UltraVISTA and the UDS at z = 7, and the black points show the results at

z = 7 from McLure et al. (2013). At z = 5 and z = 6 we plot the results of McLure et al. (2009) that were obtained from a similar
photometric redshift fitting approach to the work presented here. We estimate the number density of M1500 = −22.5 galaxies from the

work of Willott et al. (2013) and plot this point in light blue. The left-hand panel shows DPL fits where the bright-end slope β has been
fixed to the best-fitting value at z = 5, and the right-hand panel shows the results when both β and φ∗ are fixed to the value at z = 5.

The best-fitting parameters in each case are presented in Table 7.

routine and present the results in Table 7 and Fig. 8. At
z = 5 we allow all the DPL parameters to be varied in the
fitting procedure (φ∗, M∗, α and β), and for z = 6 and z = 7
we fix the value of the bright-end slope to the best-fitting
value at z = 5 (β = −4.4). Fixing β ensures that we are
not overly-fitting to the bright points that are affected by
large Poisson errors and cosmic variance. We find that the
reduced χ2 values for the double power law fits are improved
compared to a Schechter function, providing additional mo-
tivation for the choice of functional form. By alternately
fixing φ∗ and M∗ we find that M∗-evolution is preferred
in the fitting procedure, supporting previous conclusions in
favour of pure ‘luminosity evolution’ at z = 5 − 7, and we
display the fits with φ∗ fixed in Fig. 8. The results of McLure
et al. (2009) around M1500 ' −22 are not in conflict with
our high derived number density, and would support very
little evolution in the bright-end of the LF between z = 6
and z = 7.

Our results however, appear in conflict with the bright-
est bin at M1350 = −22.5 from Willott et al. (2013), who
used a step-wise maximum-likelihood analysis to conclude
that there was an exponential cut-off at the bright-end of
the z = 6 LF. From a sample of 40 i-dropout LBGs within
a total area of 4 deg2 from the four separate CFHT Legacy
Survey fields, Willott et al. (2013) calculated a number
density of 2.66+5.12

−1.75 × 10−8 /mag/Mpc3 at M1350 = −22.5,
which, if unchanged at z = 7, would predict an order of
magnitude fewer objects than we find in the UltraVISTA
and UDS fields. On closer inspection of the sample obtained
from the CFHTLS field however, there exist at least two
candidates at M1350 < −22.25 that should be represented

in the LF derivation, which would appear to contradict the
space density calculated by Willott et al. (2013). Willott
et al. (2013) note that they are unable to actually measure
a volume density as low as ∼ 10−8 /mag/Mpc3 from their
dataset, and the anomalously low position of their bright-
est data-point could be an artefact of their chosen method
of fitting the LF. Simply assuming the two brightest galax-
ies (WHM5 and WHM29) that occupy the M1350 = −22.5
bin could have been selected in the full survey volume of 107

Mpc3, we estimate the measured value of the number density
from the CFHTLS analysis and present this point in Fig. 8.
The brightest bin from this work and Willott et al. (2013)
both contain a small number of objects and hence are sen-
sitive to Poisson errors and cosmic variance, however within
the errors, our determination of the bright-end of the z = 7
LF is not in conflict with that found at z = 6 by Willott
et al. (2013), assuming our simple binned estimate for the
bright bin at M1350 = −22.5. Finally, the best-fitting DPL
we find at z = 6 would predict 4 galaxies in the brightest
bin of the 4 deg2 of data utilised by Willott et al. (2013),
and hence our results are consistent within Poisson errors.

8.2 Cosmic variance

The derived LF can vary depending on the dimensions of
the survey field observed, as a result of the underlying large-
scale density fluctuations within the Universe. We find more
galaxies within the UltraVISTA ultra-deep data than in the
UDS field, which covers a similar area of sky. The interpre-
tation is complicated, however, by the lower selection effi-
ciency of the UDS dataset compared to UltraVISTA, as a
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result of the substantially shallower Y -band imaging in the
field. Moreover, because we require that a candidate galaxy
be detected at > 2σ significance in the Y -band, our sample
from the UDS field is significantly less complete for galaxies
at z > 6.8 where the break starts to eat into the Y -band
filter. We note that although all of the UltraVISTA candi-
dates would be detected at the 2σ-level in the UDS Y -band,
only the two brightest candidates would be detected at the
5σ level and hence likely included in the sample.

Cosmic variance affects the number counts of more mas-
sive and hence rarer galaxies more severely, however for
small number counts the Poisson error can be more signifi-
cant. We explore the sources of error on our observed number
counts using the Cosmic Variance Calculator v1.026 (Trenti
& Stiavelli 2008), assuming a Sheth-Tormen halo mass func-
tion, σ8 = 0.9 and a halo filling factor of 1.0. From the LF
points derived from our sample, we estimated the true num-
ber of galaxies present in the UltraVISTA and UDS survey
volumes for each 0.5 mag bin. Then, by inputting the com-
pleteness and survey dimensions, taking the UltraVISTA
field to be a single rectangle with 0.65×1.0 deg2 for simplic-
ity, we can retrieve the error on the number counts and the
relative contribution of Poisson noise and cosmic variance.
For the brightest bin centred at M1500 = −22.75, we find
the predicted number counts in each field to be N = 1 ± 1
as you would expect from simple Poisson errors. The cosmic
variance for such a small number of objects is dwarfed by
the Poisson uncertainty, however it still contributes ∼ 10 %
of the total error. Similarly, the central bin we calculate at
M = −22.25 has a predicted number of 4±3 galaxies in each
field where 30% of the error is a result of cosmic variance.
This prediction is consistent with the 5 galaxies we find in
this magnitude range in the UltraVISTA ultra-deep imaging
and 1 galaxy in the UDS. The faintest bin we calculate is
very incomplete for the UDS field and so we do not compare
the number counts between the two fields here. Therefore,
we conclude that for our sample, the errors due to Poisson
noise dominate over the cosmic variance, which contributes
at most 30% of the total error on the number counts.

8.3 Contribution of faint z = 7 quasars

Around the peak of the quasar number density at z = 3,
there is evidence that the very brightest end of the galaxy
LF is contaminated by quasars (Bian et al. 2013). There are
large uncertainties in the faint-end of the z > 3 quasar LF,
and the faint-end of the z = 7 QLF is completely unknown
due to a lack of datasets with the required depth over an
adequate area on the sky for detection (see Willott et al.
2010). In Fig. 9, we compare the galaxy LF at z = 7 to the
known QLF at z = 5 and z = 6 and the extrapolation of the
z = 7 QLF beyond the absolute magnitude of the faintest
quasar known at z = 7 at M1700 = −25.5 (Venemans et al.
2013). The bright-end of the QLF can be estimated from
the four z > 6.5 quasars known, which includes one from
the UKIDSS-LAS found by Mortlock et al. (2011) and three
from the VISTA VIKING survey (Venemans et al. 2013).
At z = 6, around ten quasars are known (Willott et al.
2010), however again the constraints on the faint-end slope

6 http://casa.colorado.edu/~trenti/CosmicVariance.html

Figure 9. The z = 7 galaxy LF from McLure et al. (2013) and
the data points from Fig. 7 are shown in black and the data points

determined from our analysis are shown in red. The z = 5 and

z = 6 quasar LFs are shown in blue and purple respectively. The
z = 5 QLF points and best fitting double power law (with fixed

α = −1.8) are taken from McGreer et al. (2013). Additional upper
limits at fainter magnitudes are from Ikeda et al. (2012), where we

have shifted the data point at M1500 = −23 by 0.1 mag for clarity.

The z = 6 QLF fit and points are taken from Willott et al. (2010),
where we have also plotted the best fit with fixed α = −1.8. The

QLF at z = 7 is estimated from the z = 5 QLF by using a

modified LEDE evolution model for log(φ∗) taken from McGreer
et al. (2013), with α = −1.8 and M∗ = −27.0.

are weak, illustrated by the large error bars on the faintest
bin shown in Fig. 9 (with M1500 ∼ −22), which contains
only one quasar.

To ascertain the level of contamination of our sample by
quasars, we compare the number densities of bright LBGs at
z = 7 to the predicted QLF at z = 7 by evolving the z = 5
QLF determined by McGreer et al. (2013) using the evo-
lution model presented in their paper. A double power law
form is typically used when fitting the QLF, as described in
Section 7.2. When fitting a DPL to the data points, both Mc-
Greer et al. (2013) and Willott et al. (2010) fix the value of
the faint-end slope, α, as a response to the large uncertain-
ties in the faint-end determination. Lower redshift z < 3
results tend to favour α = −1.5 (Croom et al. 2009), with a
tenuous steepening observed with α ' −1.7 to higher red-
shifts (Masters et al. 2012). McGreer et al. (2013) confirm
that a steeper slope of α = −1.7 results in a marginally bet-
ter fit to the data, however, on closer inspection the best-
fitting DPL still under-predicts the number of faint quasars
that they found. Therefore, in Fig. 9 we plot the best fit-
ting function with α = −1.8 from McGreer et al. (2013)
to provide an upper limit on the number of faint z = 5
quasars. We display the data at z = 6 from Willott et al.
(2010), overlayed with the best-fitting model with α = −1.8,
again to show an upper limit on the expected number den-
sity of quasars here. The z = 7 LF parameters are pre-
dicted using the modified form of the Luminosity Evolu-
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tion Density Evolution (LEDE) model described in McGreer
et al. (2013), with a fixed α = −1.8 and M∗ = −27.0. The
model predicts that log(φ∗) evolves linearly with redshift
with k = δlog(φ∗)/δz = −0.47, from fitting to the measured
parameters from z = 2.2−4.9. The strength of the evolution
is supported by Venemans et al. (2013) at z = 7 who found
k = −0.49+0.28

−0.74. As can be seen in Fig. 9, the LEDE model
is consistent with the z = 6 LF from Willott et al. (2013)
at least given the uncertainties at the faint end, although
see the detailed discussions in McGreer et al. (2013). To es-
timate the number of quasars that could contaminate our
sample, and assuming that the quasar SEDs are indistin-
guishable from the LBGs using the selection here, we inte-
grate the QLF within the three LF points we calculated. We
predict 0.10 quasars in the fainter bin at M1500 = −21.75,
and 0.07 and 0.05 in the brighter bins at M1500 = −22.25
and M1500 = −22.75 respectively. Hence, from the analysis
of the LF and QLF we conclude that contamination of our
sample by quasars is minimal, a results obviously consistent
with our finding that the vast majority of our z ' 7 ob-
jects are spatially resolved (see Section 6). However, given
the large uncertainties in the faint-end slope of the QLF, the
possibility of some low-level contamination is not completely
ruled out. For example Willott et al. (2010) calculated an
upper limit of two quasars per deg2 in the UltraVISTA sur-
vey, when assuming the most extreme LF parameters from
the range of acceptable fits to the QLF at z = 6. There is
evidence that quasars may contaminate bright z = 6 LBG
samples on the order of∼ 10%, for example the sample of ten
LBGs presented in by McLure et al. (2009) and spectroscop-
ically confirmed by (Curtis-Lake et al. 2012), included one
Type I quasar identified by the broadened Lyα line (Willott
et al. 2010).

Note that at high redshift, the observed QLFs only ac-
count for Type I unobscured quasars with both broad-line
and narrow-line components, and there is evidence from X-
ray surveys that unobscured quasars only account for 25% of
the total number at z = 4 (Masters et al. 2012). If the ratio
of Type I to Type II quasars persists to high-redshift, the
results here are likely a lower limit on the number densities
of quasars at z = 7.

8.3.1 Radio and X-ray signatures of high-redshift quasars

The rest-frame UV colours of LBGs and quasars at high-
redshift are impossible to distinguish with the current pho-
tometric accuracy (Bian et al. 2013), and identical colour-
colour cut selection criterion are often used for the selection
of galaxies and quasars at z > 5 (Willott et al. 2010). Here,
for completeness, we consider whether radio or X-ray emis-
sion could be detected from a quasar selected as a galaxy
and included in our sample, with the data available in the
COSMOS and UDS fields. The COSMOS field is imaged by
the Chandra-COSMOS survey (Elvis et al. 2009), which has
a limiting depth of 1.9×10−16 ergs/s/cm2/Hz in the 0.5-2.0
keV channel and 7.3×10−16 ergs/s/cm2/Hz in the 2-10 keV
channel. In the radio, the COSMOS field is covered by the
Very Large Array (VLA)-COSMOS survey (Schinnerer et al.
2010), with a sensitivity of 12µJy per beam. The UDS field
has X-ray imaging from the Subaru/XMM-Newton deep sur-
vey Ueda et al. (2008), to depths of 6×10−16 ergs/s/cm2/Hz

in the 0.5-2.0 keV channel and 5× 10−15 ergs/s/cm2/Hz in
the 2-10 keV channel.

We find no radio or X-ray counterparts for any of the
galaxies within our sample, when comparing to the pub-
licly available catalogues within each field derived from the
datasets described above. We also perform a stack of the
objects in the VLA-COSMOS imaging and again find no
detection to a limit of ∼ 12µ Jy per beam. The average
quasar SEDs from Shang et al. (2011) suggests that if one
of our candidates was a typical radio-loud quasar, it would
just be detectable in the X-ray and radio imaging (see Figure
6 of Ouchi et al. 2009b). Furthermore, a bright radio-loud
quasar such as J1429+5447 at z = 6.21 (Willott et al. 2010;
Frey et al. 2011), would be detected at high-significance in
the available radio data. Therefore, although a non-detection
in the radio and X-ray for the objects in our sample rules
out the possibility that the majority of the objects have
strong active nuclei, our sample could still contain ' 1 radio-
quiet quasar. For comparison, the z = 7.1 quasar discovered
by Mortlock et al. (2011), which is substantially brighter
than our LBGs with MUV = −26.6, has been detected in
the X-ray (Page et al. 2013) with a flux of 5.7± 1.2× 10−16

ergs/s/cm2/Hz in the 0.5-2.0 keV channel, but not in the
radio with a 3σ upper limit of 23.1 µJy per beam (Momjian
et al. 2013).

9 ASTROPHYSICAL IMPLICATIONS

As discussed in the introduction to this paper, the Schechter
functional form, with its steep exponential decline at high
luminosity/mass, undoubtedly provides an excellent descrip-
tion of the galaxy LF and mass function (MF) observed at
low-redshift (Montero-Dorta & Prada 2009). Moreover, re-
cent work extending the study of the galaxy luminosity and
stellar mass function out to higher redshift, indicate that a
Schechter function (or double Schechter function) still pro-
vides a good description of the data out to at least z ' 3 (Il-
bert et al. 2013; Muzzin et al. 2013). However, the results
we have presented here strongly suggest that this is not the
case at z ' 7.

It is thus worth briefly considering whether our derived
z = 7 galaxy LF is physically reasonable, and what the fail-
ure of a Schechter function to reproduce the bright end of
the LF might mean. As already discussed in Section 7, and
shown in Fig. 7 one way to describe the apparent lack of a
steep exponential decline at the bright end is to parameterise
the LF as a double power-law fit, which well describes the
full range of available data at z ' 7. However, the physical
meaning of such a double power law is unclear, and moreover
it is important to check that the number density of bright
z ' 7 galaxies inferred from our study is not physically un-
reasonable given the expected number density of appropriate
dark matter halos expected to exist at these early times.

We therefore conclude by showing, in Fig. 10, a com-
parison of the z ' 7 ΛCDM dark-matter halo mass function,
scaled via a constant mass-to-light ratio, with our new obser-
vational determination of the z ' 7 galaxy LF. We produced
the halo mass function using the code provided by Reed et al.
(2007) using our chosen cosmology and σ8 = 0.9, but the ba-
sic results are not strongly influenced by the precise choice
of code or parameters within current uncertainties. We then
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simply scaled the halo mass function into a UV luminosity
function using a constant mass-to-light ratio, set by assum-
ing that a galaxy with M1500 = −22.4 has a stellar mass of
M∗ ' 1010M� (as supported by our data) and a dark mat-
ter halo mass to stellar mass ratio of 30 (e.g. Behroozi et al.
2013). As can be seen from Fig. 10, the result is a predicted
LF which, without any additional shifting or fitting, does
an excellent job of reproducing our new z ' 7 LF from the
previously inferred break luminosity at M1500 ' −20 out to
our brightest luminosity bin. Interestingly, over this range,
it is evidently indistinguishable from our double power-law
fit, confirming that it provides an excellent representation
of the data. It is significantly shallower than the exponen-
tial decline shown by the pre-existing Schechter function fit,
and only starts to deviate from the bright-end power law at
very bright magnitudes (thus suggesting that extrapolation
of the double power law brightward of M1500 ' −23 will
over-predict the number of extremely bright galaxies to be
found in future wider area surveys).

This interesting result has a number of potentially im-
portant implications. First, it confirms that the number
density of bright galaxies revealed in this study is not
unreasonable. Neither is the inferred bright-end slope, as
this essentially parallels the decline in the number density
of appropriate-mass dark-matter halos. Second, it suggests
that while the process (e.g. supervovae feedback) which lim-
its star-formation in faint galaxies appears to be in opera-
tion at these early times (as evidenced from the difference
between the slope of the halo mass function and the UV LF
at faint magnitudes), the mechanism that limits high-mass
galaxy growth may have yet to impact on the form of the
LF at z ' 7, at least over the luminosity/mass range probed
here. Perhaps this is because AGN have yet to grow to the
masses and hence luminosities required to eject gas avail-
able for future star formation, and certainly there is little
evidence for AGN within out galaxy sample (see Section 8).
However, without over speculating we can at least say that,
whatever the physical mechanism which ultimately limits
the masses of star-forming galaxies, our results are certainly
consistent with the redshift invariant ‘mass quenching’ ar-
gument proposed by Peng et al. (2010). Since the estimated
masses of our brightest galaxies have only just reached a
mass comparable to the proposed critical ‘quenching mass’
of M∗ = 1010.2M�, it is perhaps to be expected that the
quenching of star-formation activity in galaxies which causes
them to leave the ‘main sequence’ will only be revealed at
lower redshifts and/or higher stellar masses than probed by
the sample presented here.

10 CONCLUSIONS

We present the results of a new search for bright star-forming
galaxies at z > 6.5 utilising the very latest data within
the UltraVISTA and UKIDSS Ultra Deep Survey (UDS)
fields. The 1.65 deg2 of available overlapping optical, near-
and mid-infrared data was analysed using a photometric red-
shift fitting method, which enables the identification of high-
redshift galaxies and the rejection of contaminants such as
low-redshift galaxies and galactic dwarf stars. In total we
present 34 galaxies, 29 from within the ultra-deep UltraV-
ISTA imaging, one from the deep UltraVISTA region, and

Figure 10. The z = 7 UV (∼ 1500Å) luminosity function show-
ing a scaled ΛCDM halo mass function as described in the text

(solid black line). The results from our sample of galaxies from

the UltraVISTA DR2 and UDS fields are shown as the red filled
circles. Data points from other studies are as described in the

caption for Fig. 7 The best-fitting Schechter function at z = 7

from McLure et al. (2013) is plotted as the dotted black line,
and the best-fitting double power law to our data points and

those from McLure et al. (2013) is shown as the dashed line. The
one-sigma confidence limit on the Schechter function parameters

(M?, φ? and α) is shown as the grey shaded region. We highlight

the quenching mass derived by Peng et al. (2010) with an arrow,
after converting to a UV luminosity using the typical mass-to-

light ratio displayed by our sample.

four from the UDS field. With the improved photometry
available, we reselect seven of the ten candidates presented
in Bowler et al. (2012) as 6.5 < z < 7.5 galaxies. Of the
remaining original candidates, two are confirmed as galaxies
at a slightly lower redshift of 6.0 < z < 6.5 and the final
candidate is now best fitted as a T-dwarf.

From the best-fitting model to the photometry of each
galaxy we calculated the stellar mass, SFR and sSFR. Our
sample contains some of the most massive galaxies at z = 7,
with M? ' 1010M�, which show a low sSFR compared to
lower mass galaxies at z = 7, with an upper limit of sSFR
. 2 Gyr−1. We find no evidence for a redder rest-frame UV
slope β for our sample (median βJHK = −2.0), as would
be expected by an extrapolation of the colour-magnitude
relation at lower redshift to z = 7. We measure the sizes
of the galaxies in our sample and find that although the
majority are consistent with being uresolved in the ground-
based imaging, a significant number have a larger FWHM
suggesting r1/2 & 1.5 kpc. For four galaxies that lie within
HST imaging from the CANDELS COSMOS survey, we find
an offset (∼ 0.4 mag) between the total magnitudes when
the object is assumed to be a point source in both the ground
and space-based imaging. Inspection of surface-brightness
profiles shows that the galaxies have an extended profile,
which can lead to an underestimate of the galaxies total
and therefore absolute magnitude when small apertures are
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used with the assumption of a point-source profile in HST
imaging.

From our final sample we determine the form of the
bright end of the rest-frame UV galaxy luminosity function
(LF) at z ' 7. We use a 1/Vmax estimator to determine the
binned LF points at M1500 = −22.75,−22.25 and −21.75,
folding in the completeness of our selection methodology us-
ing injection and recovery simulations. In our determination
of the LF, we take into account that some of our galaxies
are gravitationally lensed by low-redshift galaxies along the
line-of-sight, with a typical brightening of 0.1−0.3 mag. We
find that the bright end of the z = 7 LF does not decline
as steeply as predicted by the Schechter function fitted to
fainter data, and can be better described by a double power
law. The possibility of significant contamination of our sam-
ple by high-redshift quasars can be excluded, with a pre-
dicted number of < 1 in the UltraVISTA and UDS imaging,
calculated from an extrapolation of the z = 5 QLF to z = 7.
From the observed UV LF at z = 5 and z = 6, we show that
a DPL fit can provide a good description of the data and
that the bright end of the LF at z = 6 and z = 7 shows little
evolution. Our results at the bright end of the LF mimic the
prediction from the scaled dark matter halo MF, suggesting
that the physical mechanism which inhibits star-formation
activity in massive galaxies (for example AGN feedback)
has yet to become efficient at z ' 7. The interpretation of
our results agrees with the phenomenological model of Peng
et al. (2010), which would suggest that the most massive
z ' 7 galaxies in our sample have only just reached the
critical “quenching mass” of M? = 1010.2 M�, above which
star-formation activity is strongly suppressed.
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APPENDIX A: IMAGES AND SED FITS

In this appendix we present postage-stamp images and the
best-fitting galaxy and star SED fits for the galaxies in
our sample. The 30 galaxies from the UltraVISTA field are
shown in Fig. A1, followed by the four UDS galaxies in
Fig. A2.

APPENDIX B: BOWLER ET AL. 2012
IMPROVED PHOTOMETRY AND SED PLOTS

Here we present improved photometry and SED fitting re-
sults for the 10 high-redshift galaxy candidates from Bowler
et al. (2012), and B1 shows postage-stamp images and SED
fits to the three Bowler et al. (2012) candidates that are not
included in our new sample.
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Figure A1. Postage-stamp images and galaxy and star SED fits to the 30 galaxies from the UltaVISTA field. The stamps shown to the
left are 10 × 10-arcsec, with the grey scale determined from saturating all pixels that exceed 3σ from the background. The measured
photometry and errors are shown as the black points, with the grey circles showing the predicted photometry from the best-fitting

high-redshift model. In the central plots, the best fitting low-redshift (z < 4.5) and high-redshift solutions are shown as the red and
blue lines respectively. On the right, the best-fitting stellar templates are presented, where here the photometry was measured in smaller

1.2-arcsec diameter apertures. The insets on each plot show the chi-squared distribution as a function of redshift or stellar type, with
the grey band on the redshift-χ2 plot showing the range of redshifts covered by our sample (6.5 < z < 7.5).
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Figure A1 – continued
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Figure A1 – continued
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Figure A1 – continued
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Figure A1 – continued
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Figure A1 – continued
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Figure A1 – continued

Table B1. The DR2 UltraVISTA magnitudes for the ten galaxy candidates presented in Bowler et al. (2012). The magnitudes were
measured in a 1.8-arcsec diameter circular aperture in all cases except the IRAC magnitudes which were measured in a 2.8-arcsec diameter

circular aperture. All magnitudes have been corrected to the 84% enclosed flux level using appropriate point-source corrections, and the

errors presented are determined from the local error method detailed in Section 2.3. The signal-to-noise of the detection is presented in
brackets after each magnitude. Where an object was detected at less than 2σ significance, the magnitude is replaced with the 2σ local

depth as an upper limit.

ID z′ Y J H Ks 3.6µm 4.5µm

277912 26.6+0.3
−0.2 (4) 24.3+0.1

−0.1 (16) 24.2+0.1
−0.1 (10) 24.1+0.1

−0.1 (10) 24.2+0.1
−0.1 (8) 23.4+0.2

−0.2 (5) 23.4+0.2
−0.2 (4)

155880 26.1+0.1
−0.1 (9) 24.5+0.1

−0.1 (11) 24.5+0.1
−0.1 (10) 24.6+0.2

−0.2 (6) 24.6+0.2
−0.2 (6) > 25.1 (1) > 25.1 (0)

218467 > 27.6 (1) 25.0+0.2
−0.2 (5) 25.0+0.2

−0.2 (5) 25.0+0.3
−0.2 (4) 24.9+0.3

−0.2 (4) 24.7+0.3
−0.2 (4) > 25.2 (1)

61432 > 27.6 (1) 24.9+0.2
−0.1 (7) 24.7+0.2

−0.2 (5) 24.6+0.3
−0.2 (4) 24.8+0.3

−0.2 (4) > 25.1 (0) 24.6+0.3
−0.2 (4)

277880 26.4+0.3
−0.2 (4) 25.0+0.4

−0.3 (3) 24.6+0.2
−0.2 (6) 24.9+0.4

−0.3 (3) 24.8+0.4
−0.3 (3) 24.6+0.3

−0.2 (4) 24.7+0.3
−0.3 (3)

268511 > 27.6 (0) 25.0+0.3
−0.2 (3) 25.0+0.5

−0.3 (2) 25.4+0.6
−0.4 (2) > 25.0 (0) > 25.6 (1) > 25.2 (1)

271105 26.1+0.1
−0.1 (7) 25.0+0.1

−0.1 (9) 24.1+0.1
−0.1 (12) 23.9+0.1

−0.1 (11) 24.0+0.1
−0.1 (13) 23.5+0.2

−0.2 (5) 23.4+0.2
−0.2 (5)

95661 25.4+0.1
−0.1 (15) 24.8+0.2

−0.2 (5) 25.0+0.4
−0.3 (2) > 25.2 (1) 25.0+0.7

−0.4 (2) 24.4+0.2
−0.2 (5) 23.6+0.2

−0.2 (5)

28400 25.2+0.1
−0.1 (16) 24.8+0.2

−0.1 (7) 24.6+0.1
−0.1 (8) 25.0+0.4

−0.3 (3) 25.1+0.4
−0.3 (3) 23.5+0.2

−0.2 (5) 24.9+0.6
−0.4 (2)

2233 25.9+0.1
−0.1 (9) 25.5+0.4

−0.3 (3) 25.3+0.4
−0.3 (2) > 25.3 (0) > 25.5 (1) 25.1+0.5

−0.4 (2) > 25.4 (0)

Table B2. The best-fitting photometric redshift parameters and galaxies sizes derived from the improved UltraVISTA DR2 imaging of
the ten galaxy candidates presented in Bowler et al. (2012). The photometric redshift is calculated by fitting to all available photometric

bands including the IRAC 3.6µm and 4.5µm filters. The object 28400 has an unusually blue [3.6− 4.5] colour and hence cannot be fitted

well with our templates (that do not include potential nebular emission), and so this object has a large χ2-value. Best-fitting redshifts
with Lyα emission included are shown in the centre of the table; note that here we do not include the IRAC photometry. The FWHM

values presented on the right-hand-side were calculated using SExtractor; missing values indicate that the object was not significantly
detected in that band.

No Lyα With Lyα Star FWHM

ID z χ2 AV Z z χ2 EW0 AV Z Stellar χ2 z′ Y J

/mag /Z� /Å /Z� Type /arcsec

277912 6.85+0.08
−0.08 2.4 0.0 1.0 6.84 2.4 0 0.0 1.0 T3 27.2 - 1.7 1.9

155880 6.70+0.05
−0.06 4.6 0.2 1.0 6.86 4.4 50 0.2 1.0 M6 28.0 1.4 1.7 2.2

218467 6.98+0.12
−0.12 3.1 0.5 1.0 7.01 3.0 10 0.5 1.0 T3 23.2 1.0 1.0 1.6

61432 7.04+0.16
−0.11 5.5 0.4 1.0 7.04 5.5 0 0.4 1.0 T4 25.0 1.7 1.1 1.6

277880 6.67+0.11
−0.12 2.2 0.7 0.2 6.66 2.2 0 0.7 0.2 T3 6.3 1.3 1.1 1.7

268511 7.12+0.14
−0.11 2.6 0.0 0.2 7.25 2.2 80 0.0 0.2 T8 9.2 1.7 1.4 0.5

271105 6.51+0.05
−0.04 15.5 1.4 1.0 6.55 22.5 0 1.0 1.0 T0 2.4 1.6 1.1 0.9

95661 6.25+0.10
−0.13 5.1 0.1 0.2 6.31 4.9 20 0.0 0.2 M7 17.4 2.7 0.8 1.8

28400 6.20+0.10
−0.08 15.3 0.0 1.0 6.59 13.6 150 0.0 0.2 M7 31.9 1.3 2.1 1.3

2233 6.24+0.12
−0.20 2.6 0.0 0.2 6.30 2.6 20 0.0 0.2 M5 13.9 1.4 2.8 -

c© 2013 RAS, MNRAS 000, 1–25



34 R. A .A. Bowler et al.

Figure A2. Postage-stamp images and galaxy and star SED fits to the four galaxies from the UDS field. See the caption of Fig. A1 for
details.
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Figure B1. Postage-stamp images, and galaxy and star SED fits for the three candidates from the Bowler et al. (2012) sample that

are not present in our final sample. The details of the images and plots are described in the caption for Fig. A1. With the improved
photometry, candidate 271105 is now best-fitted as a type-T0 dwarf star, showing the characteristic hook-like spectrum. The other

candidates now have best-fitting photometric redshifts in the range 6.0 < z < 6.5.

c© 2013 RAS, MNRAS 000, 1–25
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ABSTRACT
We present the results of a study investigating the rest-frame ultra-violet (UV) spec-
tral slopes of redshift z ≈ 5 Lyman-break galaxies (LBGs). By combining deep Hubble
Space Telescope imaging of the CANDELS and HUDF fields with ground-based imag-
ing from the UKIDSS Ultra Deep Survey (UDS), we have produced a large sample
of z ≈ 5 LBGs spanning an unprecedented factor of > 100 in UV luminosity. Based
on this sample we find a clear colour-magnitude relation (CMR) at z ≈ 5, such that
the rest-frame UV slopes (β) of brighter galaxies are notably redder than their fainter
counterparts. Our determination of the z ≈ 5 CMR is well described by a linear
relationship of the form: dβ = (−0.12 ± 0.02)dMUV, with no clear evidence for a
change in CMR slope at faint magnitudes (i.e. MUV > −18.9). Using the results of
detailed simulations we are able, for the first time, to recover the intrinsic (i.e. free
from noise) variation of galaxy colours around the CMR at z ≈ 5. We find significant
(12σ) evidence for intrinsic colour variation in the sample as a whole. Our results also
demonstrate that the width of the intrinsic UV slope distribution of z ≈ 5 galaxies
increases from ∆β ' 0.1 at MUV = −18 to ∆β ' 0.4 at MUV = −21. We suggest that
the increasing width of the intrinsic galaxy colour distribution and the CMR itself are
both plausibly explained by a luminosity independent lower limit of β ≈ −2.1, com-
bined with an increase in the fraction of red galaxies with increasing UV luminosity.

Key words: galaxies: high-redshift – galaxies: evolution – galaxies: formation –
galaxies: starburst

1 INTRODUCTION

The rest-frame ultra-violet (UV) properties of star-forming
galaxies at z & 3 can potentially provide a powerful insight
into the formation and evolution of galaxies at high redshift.
In common with local star-burst galaxies (Steidel et al. 1999;
Meurer et al. 1999), the UV light of high-redshift galaxies is
dominated by short-lived massive stars which should provide
a good probe of the current metallicity and dust conditions
within rapidly evolving stellar populations.

These galaxies are identified by spectral discontinuities
at rest-frame 912 Å and 1216 Å, so are typically termed

? E-mail: abr@roe.ac.uk
† Scottish Universities Physics Alliance

Lyman-break galaxies (LBGs, see Giavalisco 2002) regard-
less of how they are selected. Redward of the Lyman break,
the rest-frame UV continuum of star-forming galaxies is tra-
ditionally parametrized by the spectral index β, under the
assumption (see Leitherer et al. 1999) that the UV con-
tinuum can be approximated by a power-law: fλ ∝ λβ .
Studies of star-forming galaxies at low redshift have re-
vealed a strong relationship between UV slope and redden-
ing (Meurer et al. 1999), such that the spectral slope β
and differential extinction E(B − V ) are often quoted in-
terchangeably. More recent studies exploiting Herschel data
have shown that the relationship between β and dust atten-
uation appears to be already in place by z ≈ 2 (Reddy et al.
2012), even though the youngest galaxies (<100 Myr) may
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follow a different extinction curve to their older counterparts
(Reddy et al. 2010).

At higher redshifts (z > 3) the relationship between UV
slope, dust attenuation, stellar population age and metal-
licity is still unclear. However, many previous studies have
shown that β reddens with decreasing redshift and increas-
ing UV luminosity (e.g. Meurer et al. 1999; Shapley et al.
2003; Labbé et al. 2007; Overzier et al. 2008; Wilkins et al.
2011; Bouwens et al. 2013; Dayal & Ferrara 2012). This trend
is often assumed to reflect increasing dust attenuation at a
fixed redshift, and increasing stellar population age at a fixed
luminosity (e.g. Labbé et al. 2007).

The obvious prediction from the apparent trend be-
tween UV slope, redshift and luminosity is that the bluest
galaxies will naturally be found amongst the faintest de-
tectable galaxies at z > 7. Indeed, initial analysis of ultra-
faint LBGs detected in near-IR HST imaging of the Hubble
Ultra-deep field (HUDF) suggested a population of galax-
ies with very blue UV slopes (i.e. β 6 −3), which would
require dust free, ultra-low metallicity stellar populations
(Bouwens et al. 2010, but see Finkelstein et al. 2010). How-
ever, careful consideration of the observational biases (e.g.
Dunlop et al. 2012; Finkelstein et al. 2012; Rogers et al.
2013) and the availability of yet deeper HST imaging (Ellis
et al. 2013; Koekemoer et al. 2013) has led to a consensus
that the UV slopes of currently observable z ≈ 7 galaxies are
not significantly bluer than those of moderately young, but
otherwise unremarkable, stellar populations (Dunlop et al.
2013; Bouwens et al. 2013).

As a consequence, attention has now turned to under-
standing the details of how the relationship between UV
slope and luminosity, hereafter the colour-magnitude rela-
tion (CMR), evolves at high redshift (z > 4). At present,
there is no consensus on the strength or functional form of
the CMR at high redshift, with the two largest studies at
z > 4, those of Finkelstein et al. (2012, hereafter F12) and
Bouwens et al. (2013, hereafter B13), producing seemingly
discrepant results. Although both studies are based on sam-
ples with a reasonable dynamic range in UV luminosity, se-
lected from high-quality HST imaging, B13 find a significant
CMR in redshift bins at z = 4, 5, 6, & 7, whereas F12 see
no significant correlation between β and MUV in the same
redshift range. In contrast, F12 find that β is more strongly
coupled to stellar mass M?, with more massive galaxies dis-
playing redder UV slopes.

In addition to fundamental questions related to the ex-
istence and form of the CMR at high redshift, constraints
on the intrinsic1 colour distribution of z > 4 galaxies are
clearly of interest.

For instance, at z < 3, Labbé et al. (2007) found evi-
dence for moderate intrinsic colour-variation in the blue se-
quence, which they attributed to stochastic star-formation
histories. However, previous studies addressing this issue at
z ≈ 4 − 5 have been hampered by a lack of dynamic range
(Castellano et al. 2012; Bouwens et al. 2012; Wilkins et al.
2011) and no luminosity-dependent trend is currently clear.

The initial aim of this paper is to combine the strength
of deep, small area, HST imaging with shallower, but wide

1 Throughout this work, we refer to the noise-free distribution of
colours as ‘intrinsic’, i.e. free of observational effects.

area, ground-based imaging from the UKIDSS Ultra Deep
Survey (UDS) to provide a large sample of z ≈ 5 LBGs
spanning an unprecedented dynamic range in UV luminos-
ity (≈ 5 magnitudes). We focus entirely on z ≈ 5 galaxies
because this is the highest redshift for which it is possi-
ble to consistently select large samples of galaxies free from
Ly α contamination using the deep z-band imaging avail-
able across our HST and ground-based datasets. Based on
the techniques developed in Rogers et al. (2013), we use
bias-free measurements of β to provide the best available
constraints on the form of the z ≈ 5 CMR, before proceed-
ing to exploit the results of detailed simulations to investi-
gate the intrinsic galaxy colour distribution as a function of
luminosity.

The remainder of this paper is organised as follows. In
Section 2 we describe the selection of our z ≈ 5 galaxy
sample from our chosen HST and ground-based datasets.
In Section 3 we briefly recount our method for measuring
rest-frame UV colours and present our constraints on the
z ≈ 5 CMR. In Section 4 we describe the detailed simula-
tions which were necessary to accurately quantify the contri-
bution of photometric uncertainties to the observed galaxy
colour distribution. Based on the results of these simula-
tions, in Section 5 we present our measurement of the intrin-
sic scatter in the galaxy colour distribution as a function of
UV luminosity. Our conclusions are summarised in Section
6. Throughout the paper we quote magnitudes in the AB
system (Oke & Gunn 1983) and assume a cosmology with
Ω0 = 0.3, ΩΛ = 0.7, H0 = 70 km s−1 Mpc−1. We refer to
HST ’s ACS F435W, F606W, F775W, F814W, F850LP and
WFC3/IR F098M, F105W, F125W, F140W and F160W fil-
ters as B435, V606, i775, I814, z850, Y098, Y105, J125, JH140 and
H160 respectively.

2 DATA AND SAMPLE

In this section we describe the selection of our z ≈ 5
galaxy sample. The sample is selected from four survey
fields: the UKIRT Infrared Deep Sky Survey (UKIDSS)
Ultra Deep Survey (UDS), the Cosmic Assembly Near-
infrared Deep Extragalactic Legacy Survey (CANDELS)
programme’s coverage of the Great Observatories Origins
Deep Survey (GOODS) North and South fields, and the
Hubble Ultra Deep Field (HUDF). Summary details of the
four fields and their respective z ≈ 5 LBG samples are given
in Tables 1 and 2.

2.1 Description of imaging

Here, we briefly describe the available imaging in each field.
The fields themselves are shown in Fig. 1, while the band-
passes of the filters are shown in Fig. 2.

2.1.1 UKIDSS Ultra Deep Survey (UDS)

The UDS is covered by public Subaru B, V,R, i, z′-band (Fu-
rusawa et al. 2008) and UKIRT J,H,K-band imaging2, with
a co-imaged area of 0.6 square degrees. In addition, we have

2 The images we use are from DR10. See http://www.ukidss.org
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Figure 2. The photometric filter bandpasses for the images used

in this work are shown by the coloured regions. Blue and red
regions show the HST ’s ACS and WFC3/IR filters, while green
and yellow regions show the Subaru and UKIRT filters used in

the UDS. The vertical, grey region denotes the wavelength range

in which the 1216 Å Lyman break is observed at 4.5 < z < 5.5.

made use of additional z′-band imaging taken after Subaru’s
SuprimeCam was refurbished with CCDs with improved red
sensitivity. For the remainder of this work, the public z′-
band is referred to as zold and the new, deeper, proprietary
z′-band as znew.

2.1.2 CANDELS GOODS-N (CGN) and CANDELS
GOODS-S (CGS)

The two CANDELS GOODS fields together provide
283 arcmin2 of HST ACS and WFC3/IR imaging. The sur-
vey and data reduction are described by Grogin et al. (2011)
and Koekemoer et al. (2011) respectively. In each field the
WFC3/IR imaging consists of a deep central region, flanked
by two ‘wide’ strips. In CGS, one of these wide strips is pro-

vided by the Early Release Science field (ERS, Windhorst
et al. 2011), which features deep Y -band coverage through
the Y098 filter rather than the Y105 filter which is employed
over the rest of the CGN and CGS fields (see Table 1).

2.1.3 Hubble Ultra Deep Field (HUDF)

The HUDF has been imaged by multiple programmes, most
recently in the near-IR by the UDF12 campaign (Ellis
et al. 2013; Koekemoer et al. 2013). We have analysed the
UDF12 near-IR imaging in tandem with the ACS opti-
cal B435, V606, i775, z850-band imaging provided by Beckwith
et al. (2006) and the more recently assembled I814 imaging
provided as part of the XDF (Illingworth et al. 2013). For
this work, we searched only the area covered by the deepest
WFC3/IR imaging (≈ 4 arcmin2).

2.2 Photometry

Fixed-diameter circular apertures were used to construct
photometric catalogues from each image. In the UDS imag-
ing, 1.8-arcsec diameter apertures were used in all bands,
enclosing ≈ 80% of a point source’s flux. While a point
source is a reasonable approximation to a z ≈ 5 galaxy in the
ground-based data, HST allows many of the brighter galax-
ies to be resolved. This is advantageous, as it allows stars to
be easily distinguished from galaxies using their measured
half-light radii (r1/2). However in small PSF-matched aper-
tures, broader sources lose a larger fraction of their light in
short wavebands, resulting in a red colour bias for extended
objects. There are various options to alleviate this: PSF
homogenisation, which relies on a well-constrained transfer
function to match the PSF of each image to that of the H160

data (which has the poorest spatial resolution); a measured-
size dependent correction to the aperture photometry, which
relies on well-measured half-light radii; or the adoption of
sufficiently large apertures that realistic high-redshift galaxy
sizes (r1/2 . 1.5 kpc) have a neglible impact, at the expense
of image depth. For this work, we assume the third approach
and use apertures of diameter 0.6 arcsec for all HST pho-
tometry. These apertures enclose a sufficient fraction of the

c© 2013 RAS, MNRAS 000, 1–12
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Field Area/arcmin2 SNR cut 5σ depth/AB mag

B435 V606 i775 I814 z850 Y098
a Y105 J125 JH140 H160

HUDF 4 5 29.2 29.6 29.2 28.4 28.6 – 29.5 29.2 29.2 29.3
CGS 143 8 27.6 27.8 27.3 – 27.0 27.1 27.5 27.5 – 27.3

CGN 140 8 27.6 27.8 28.4 – 27.2 – 26.9 27.1 – 27.0

B V R i zold znew J H Ks
UDS 2701 12 27.8 27.5 27.2 27.1 26.1 26.5 25.6 25.1 25.3

total: 2988

Table 1. Summary of the fields used in this work. Columns 1 and 2 list the field names and the corresponding area of each used to

search for z ≈ 5 galaxies. Column 3 lists the z-band SNR threshold adopted for detecting galaxies in each field. Columns 4–13 list the
depth of imaging in each field. Quoted depths are medians across the field, measured in circular apertures of diameter 0.6 arcsec (HST )

or 1.8 arcsec (UDS); however, for selection, local depth measurements are used (see Section 2.3). The CANDELS CGS and CGN have

variable depth NIR imaging, typically ranging from 27 – 28 mag, while the UDS imaging varies in the znew selection band as shown in
Fig. 1. a – Y098 imaging is used in place of Y105 for the northern strip (ERS; 44 arcmin2) of the GOODS-S data.

total light in all bands that biases in the UV slope are at
the level of |δβ| . 0.2 (see Section 4).

2.3 Image depths

Given the variable exposure-time maps of each survey field,
and the importance of consistent signal-to-noise cuts across
our sample, the SNR of the photometry for each candidate,
in each filter, has been computed relative to the local image
depths. To do so we created an object (segmentation) mask
for each mosaic using sextractor v2.8.6 (Bertin & Arnouts
1996), set to mask out any area where two or more pixels
rise above 1.4σ, and placed non-overlapping apertures across
the remaining source-free sky regions. The local depth at a
given point on the mosaic was then measured by analysing
the nearest 200 source-free apertures and computing the 5σ
depth using the Median Absolute Deviation (MAD) statis-
tic, which yields the standard deviation of the distribution
of fluxes by σ ≈ 1.4826×MAD. The MAD is ideal for these
measurements as it is robust against very non-Gaussian dis-
tributions. The depth maps shown in Fig. 1 were created
by computing local depths at nodes of a grid across the im-
ages, while the values quoted in Table 1 are medians over
each field.

2.4 Selection of z ≈ 5 galaxies

Within each field, candidates were initially detected using
sextractor in dual-image mode, detecting in the z-band
image and measuring from all others in fixed, circular aper-
tures as discussed above. SNR thresholds were then applied
in the z-band, to remove sources detected at low signif-
icance, and in the B-band, since both the Lyman break
(λrest =1216 Å) and limit (912 Å) of a genuine z ≈ 5 galaxy
would lie redward of the B-band. To do so, the catalogues
were first reduced in size by keeping only candidates with
z-band detections brighter than the 3σglobal depth (in the
HUDF) or the 5σglobal depth in CGN, CGS and the UDS,
where σglobal is the median of local depths across a given
image. At the same time, the catalogues were pruned of any
object with a B-band detection at the 2σglobal level. For the
remaining candidates, local depth estimates were computed
in each band, using the procedure outlined in Section 2.3.
A second cull of B > 2σlocal detected sources removed the

few contaminants lying in deeper parts of the image. Fi-
nally, refined z-band signal-to-noise cuts were imposed at
local 5σ, 8σ, 8σ, 12σ thresholds for candidates in the HUDF,
CGN, CGS and UDS (as per Table 1). These thresholds were
chosen as compromises between sample size and data qual-
ity, which is itself dependent on the homogeneity of depths
and the number of bands probing the rest-frame UV. In
particular, the data quality of the five bands in the HUDF
sampling the rest-frame UV (z850 to H160) allow reliable re-
sults to be drawn for objects detected at z850 > 5σ, whereas
the other fields require > 8σ detections for similarly reliable
results.

2.4.1 Photometric redshift analysis

Redshift 4.5 6 z 6 5.5 galaxies were selected using the pho-
tometric redshift code lephare (Arnouts et al. 1999; Ilbert
et al. 2006), adopting the ‘COSMOS’ galaxy models of Il-
bert et al. (2006) and galactic dwarf star templates from the
SpeX library3. The ‘COSMOS’ spectral energy distributions
(SEDs) include elliptical, spiral and star-burst templates,
which were fit over the redshift range (0, 10) allowing dust
reddening of E(B − V ) 6 1.5 with a Calzetti et al. (2000)
reddening law. While our local depth estimates are robust,
we ensure the entire observed SED contributes to the fit by
imposing minimum flux errors of 10%4.

Candidate z ≈ 5 galaxies were thus selected, regardless
of how marginally the z ≈ 5 photometric redshift solution
was preferred to any secondary solution. As discussed at
length by Rogers et al. (2013) and Dunlop et al. (2013), in-
troducing any form of χ2(primary)− χ2(secondary) thresh-
old inevitably biases the selection against faint, intrinsically
(or photometrically scattered) red galaxies, although this ef-
fect is mostly alleviated for galaxies detected at SNR & 8σ
(Dunlop et al. 2012). In reality, given our chosen redshift and
signal-to-noise windows and large apertures, lower redshift
models typically struggle to fit the shape of the observed
purported Lyman breaks. Fig. 3 shows an example of the

3 http://pono.ucsd.edu/~adam/browndwarfs/spexprism. For
further details see Acknowledgments.
4 In practice, these minimum errors were adopted in the NIR
bands for around 10% of candidates brighter than z > 5σ in the
UDS, to 50% of candidates in the HUDF.
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Figure 3. The spectral energy distribution of an example z ≈ 5

galaxy in the HUDF is shown by black points, in the observed
frame. The lines show the various fits used to analyse the galaxy.

The error bars are inflated to at least 10% of the flux for the fitting

(as shown here; and see Section 2.4.1). In blue is the best-fitting
primary redshift solution. The possibility of it being a contami-

nant is ruled out by the poor lower-redshift galaxy and stellar fits

(red and yellow). The rest-frame UV spectral index β is deduced
by fitting with a power-law model (green) to the observed near-IR

data.

model fitting procedure. Genuine high-redshift galaxies were
considered to be those for which the primary galaxy model
SED (with an assumed four degrees-of-freedom) was accept-
able at the 2σ level, i.e. χ2 6 11.3, 9.7, 7.9 in the HUDF,
UDS and CGS/N fields respectively. Potential stellar con-
taminants were rejected if the best stellar fit was acceptable
at 2σ and if the source’s z-band half-light radius r1/2 was
consistent with being stellar at that luminosity.

Finally, the imaging and SED fits for each candidate
were visually inspected. Having survived the selection proce-
dure thus far, objects were only deleted if they were deemed
to lie too close to the image edge, or if their SED was ac-
ceptably stellar but their proximity to another source led
them to be measured with an excessive r1/2.

Having applied the above selection procedure, our sam-
ple consists of 584 LBG candidates at z ≈ 5, selected over
2988 arcmin2. The sample covers a long luminosity baseline
of −22.5 < M1500 < −17.5, large enough to provide strong
leverage on the CMR. A summary of the sample’s proper-
ties, broken down by field, is given in Table 2.

2.5 Selection method validation

To check our sample selection method, we have compared
our CANDELS GOODS-S (CGS) sample to other cat-
alogues. Comparing to the ESO GOODS/CDF-S Spec-
troscopy master catalogue5, we find 23 sources with spec-

5 http://www.eso.org/sci/activities/garching/projects/

goods/MasterSpectroscopy.html

Field N 〈z〉 〈MUV〉 〈β〉 Mean(δβ)

(data) (sim)

HUDF 33 5.1 −18.5 −2.04±0.05 0.26 0.26
CGS 112 4.9 −20.2 −1.82±0.04 0.27 0.30

CGN 163 5.0 −20.1 −1.90±0.04 0.29 0.29

UDS 276 4.9 −21.2 −1.90±0.03 0.39 0.36

Table 2. Sample properties of galaxies from the four field anal-

ysed in this work (column 1). Column 2 lists the number of galax-

ies selected from each field. Columns 3–5 list the mean redshift,
mean absolute magnitude, and the mean UV slope and its stan-

dard error. The final two columns list the mean error on the β

measurement for an individual galaxy from the data and, for com-
parison, the simulations described in Section 4.

troscopic redshifts from Vanzella et al. (2008), and three
with spectroscopic redshifts from Popesso et al. (2009) and
Balestra et al. (2010). All 26 spectroscopic redshifts lie in
the range 4.4 < zspec < 5.6, in excellent agreement with our
4.5 < zphot < 5.5 defined selection window. The photometric
redshift accuracy is σ[(zspec− zphot)/(1 + zspec)] = 0.032. Of
our 112 CGS galaxies, 110 have also been studied by Dahlen
et al. (2014, in prep.), who compared photometric redshift
estimates from 11 different codes (Dahlen et al. 2013). Com-
paring to their results, we estimate that our lower-redshift
interloper contamination fraction is around 5%. This is due
to our inclusion of candidates with good high-redshift so-
lutions, but which are only marginally distinguished from
lower-redshift solutions. Fortunately the exclusion of these
potential contaminants, which span a wide range of lumi-
nosities, does not affect the results that follow.

2.6 Measuring M1500

Absolute UV magnitudes (MUV = M1500) were determined
using a top-hat filter centred on 1500 Å in the rest-frame of
the best-fitting SED template. To make our results compa-
rable to other studies, the absolute magnitudes were boosted
by around 0.2 mag, to account for the still incomplete enclo-
sure of a PSF’s flux within our already large apertures. The
luminosity distribution of our complete sample is shown in
the top panel of Fig. 4. By design, this definition of M1500

does not include any correction for dust attenuation; it is the
‘observed’ absolute magnitude. This choice serves to avoid
imparting an artificial colour–magnitude relation onto the
data. For instance, the simplest correction would be to fol-
low the Meurer et al. (1999) relation, which yields a dust at-
tenuation correction A1600 based on the observed colour β: a
low β suggests a small A1600, so only a minimal correction is
required on M1500. While less direct, the same must be true
if the dust attenuation is estimated by SED fitting, since the
SED fit has essentially no other information from which to
constrain the dust attenuation. Thus, had we adopted such
a correction, red galaxies would be luminosity-corrected by
a larger degree than blue galaxies at the same observed lu-
minosity. Under the null hypothesis that M1500 and β are
uncorrelated, or are only weakly correlated, the result is to
skew the observed β vs. M1500, obs. space, generating a fake
dependency of β on M1500, corrected.

c© 2013 RAS, MNRAS 000, 1–12
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3 MEASUREMENT OF UV SLOPES AND THE
COLOUR–MAGNITUDE RELATION

In this section, we use our sample to constrain the colour–
magnitude relation at z ≈ 5.

3.1 Measuring the UV slope

Following Rogers et al. (2013) and Dunlop et al. (2013), we
fitted for β at fixed redshift using a variety of power-law
SED models. Adopting the photometric redshift zphot de-
rived at the selection stage, we re-ran lephare treating zphot

as a spectroscopic redshift. The models were pure power-law
models (fλ ∝ λβ), truncated shortward of 912 Å, with no
dust attenuation allowed. Attenuation due to the IGM is
provided by lephare. An example of these power-law fits
is shown in Fig. 3. Minimum photometric errors of 10% are
still used; removing these has little effect, with β chang-
ing by < 0.1. The fitting procedure yields, for each object,
a distribution χ2(βi) for a finely gridded set of templates
−8 < βi < +5. The best-fitting UV slope was taken to be
that which minimized χ2, and the error was obtained by
finding the values of β for which ∆χ2 = 1 from the χ2 mini-
mum (where the χ2 distribution is minimized over the SED
normalisation). This procedure excludes the colour uncer-
tainty induced by the photometric redshift uncertainty, but
in the vast majority of cases this is minimal since the Ly-
man break falls a good way blueward of the β-measuring
wavebands (see Fig. 2). In the UDS, we used the two z-
bands, J and H to fit β. In the CANDELS fields, we used
z850, Y098|105, J125, and H160, and in the HUDF, we used
z850, Y105, J125, JH140, and H160.

3.2 Linear fits to the colour–magnitude relation

A simple linear fit to the colour–magnitude distribution of
the combined galaxy sample, with each galaxy weighted by
its colour error 1/δβ, yields a slope

dβ

dM
= −0.12± 0.02,

and a zeropoint of

β(M1500 = −19.5) = −1.93± 0.03.

Fig. 4 shows this relation fitted to the sample. These val-
ues are in excellent agreement with the results of B13, who
used space-based data alone. This parametrization does dif-
fer from the results of F12, who found a much weaker cor-
relation, but our relation is still statistically consistent with
their binned data points. As F12 illustrated, restricting their
faintest bin to galaxies from the HUDF alone (which moves
the bin fainter) also yields a stronger relation, bringing it
further in line with this work.

Following the suggested existence of a piecewise-linear
relation by B13, whereby dβ/dM is steeper at the bright
end (e.g. M1500 < −18.9) than the faint end, Fig. 4 also
shows their two-component broken linear fit. Our data show
no clear evidence to support the broken power-law CMR
(see the binned mean results in Fig. 4). Fixing the break at
B13’s suggestion of M1500 = −18.9 and fitting the bright-
and faint-end slopes of our data does yield values similar to
those reported by B13; of −0.16± 0.02 and −0.04± 0.12 re-
spectively. However, given the uncertainties, there is clearly
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Figure 4. Top: the luminosity distribution of the sample used

to constrain the colour–magnitude relation, shown as a stacked

histogram, split by field. The grey line shows the expected distri-
bution based on the z = 5 luminosity function and the size and

selection function of each field (see later simulations). Bottom:

the density map shows the combined sample in colour–magnitude
space. The red circles are binned means, and their error bars are

2× the standard error on the mean in each bin (inflated for visi-

bility). These error bars are driven by photometric scatter, so do
not directly constrain any intrinsic variation that may exist in the

colours. The red line is a fit to all the individual galaxies, with
slope −0.12. Both the density map and fit are weighted by the
uncertainty, δβ, on each galaxy’s β colour. The green line is the
two-component piecewise-linear fit reported by Bouwens et al.
(2013). Their single linear relation is in near-perfect agreement

with ours, so is not shown.

no significant evidence for the CMR being non-linear. More-
over, even the qualitative nature of this result is heav-
ily dependent on the exact choice of the break luminos-
ity. For example, floating the break luminosity fails to yield
any meaningful constraint, and fixing the break instead at
M1500 = −19.5 results in a steeper faint- than bright-end
CMR gradient. In summary, we confirm the existence of a
significant CMR with our sample. However at least in this
redshift window (B13 studied a range of redshifts) we lack
strong evidence to either confirm or refute the existence of
a characteristic luminosity at which the colour–magnitude
relation changes gradient.

c© 2013 RAS, MNRAS 000, 1–12
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Figure 5. The selection efficiency (recovered fraction of total

input galaxies) is shown in bins of colour–magnitude space for the
HUDF simulation. The completeness limit lies at a fairly uniform

magnitude across the range of βs, meaning no colour bias exists

in any luminosity bin. As an example we show the worst-case
scenario, picking a β = −1.5 sample from the simulations (dotted

green line) which, after observation, is measured as the biased

solid green line. This line is typical for colours β > −2; the bias
line is even flatter for β < −2. This small offset is (the worst)

example of the systematic offsets from the simulations, ∆β . 0.1,

due to the way galaxy templates deviate from a perfect power
law. The bias line is truncated at the faint limit of our sample.

4 IMAGE SIMULATIONS

In this section we describe the creation and injection of sim-
ulated galaxies into the images, and explain how their de-
tection and selection efficiencies compare to the real galaxy
sample.

4.1 Model galaxies

Simulated galaxies were defined on a grid spanning β,MUV

and z, in order that the selection probability could be com-
puted for any galaxy with a given intrinsic redshift, luminos-
ity and colour, and so that mappings could be made between
intrinsic and observed values of β. The luminosity distribu-
tion from which they were drawn conforms to the simple
redshift-evolving luminosity function of McLure et al. (2013,
section 2.7). This was needed since, to simulate some scatter-
ing between redshift bins, we input galaxies in the redshift
range 4 < z < 6.

Each model’s SED and MUV were derived from a BC03
(Bruzual & Charlot 2003) stellar population synthesis model
with metallicity 0.2 Z�, a declining star formation history
with τ = 0.03 Gyr and a Chabrier (2003) IMF. The galaxy
population was defined with a uniform distribution of galax-
ies in the β dimension, achieved by mapping β to pairs of
stellar population age t and Calzetti et al. (2000) dust red-
dening E(B−V ) (see fig. 3 of Rogers et al. 2013). While the
entire range of β could have been reproduced by modifying
E(B−V ) at fixed t, the age evolution was imposed to provide
a more physically motivated model at each β. Galaxies were
allocated half-light radii 0.2 6 r1/2 6 1.6 kpc, according
to the z = 5 size–luminosity relationship of Bouwens et al.

(2004) with a small scatter (σ = 0.2 kpc) around the rela-
tion. This was implemented in the simulations by broadening
the PSF with an appropriate smoothing kernel. As discussed
earlier, unknown sizes in this range, when convolved with the
PSF and measured in our adopted apertures, imply errors
on β of < 0.2. We assume a wavelength-independent mor-
phology over the fairly narrow rest-frame wavelength range
of interest (λ ∼1300-3000 Å).

4.2 Simulation pipeline

The model galaxies were inserted into the images, avoid-
ing existing sources by use of the segmentation map. In
the HUDF, 50 copies of the field were used to avoid ex-
cess crowding. The simulated galaxies were observed in the
same way as in the real data. While no ‘stars’ were injected
into the simulations, we performed the same star-rejection
routine as for the data such that its effect on the selection
efficiency could be determined.

4.3 Selection efficiency

Fig. 5 shows an example of the selection efficiency of galax-
ies in colour–magnitude space from our HUDF simulation.
Reassuringly, considering our conservative approach, there
is little preferential selection of galaxies at any colour: the
completeness limits are β independent. Our simulations do
however show evidence of some systematic offsets, although
even in the worst-case scenario these are at the δβ . 0.1 level
(see Fig. 5). The remaining bias is due to a combination of
aperture/size effects and variations in β which depend on the
filter-set or measurement method used (see fig. 2 of Rogers
et al. 2013).

4.4 Comparison to data

By multiplying the selection efficiency of the appropriate
simulation by the area of each field and integrating down
the adopted luminosity function model, a predicted luminos-
ity distribution for our sample can be computed. For this,
we adopt the z = 5 luminosity function determination of
McLure et al. (2009). The prediction is shown as the grey
line in Fig. 4, and agrees well with the combined luminos-
ity distribution of the actual sample. The simulations also
predict uncertainties on individual galaxy β measurements
which are very similar to those found for the sample, as
shown in Table 2.

5 INTRINSIC VARIATION

In this section we derive the intrinsic variation in colour
across the sample, using the image simulations to decou-
ple the observed β distributions into intrinsic variation and
photometric scatter. We have approached this problem from
three angles. First and most simply, we assumed that the ob-
served β distribution is a convolution of two Gaussians: one
representing the intrinsic colour distribution of the galaxy
population, and one due to photometric scatter in some fidu-
cial scenario. Second, by drawing realisations from the simu-
lations according to various intrinsic distributions, we com-
pared the data and simulations using an equal-variance test
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Figure 6. A comparison of the intrinsic scatter of faint galaxies (top panels, from the HUDF sample) through to brighter galaxies (lower

panels from CGN, CGS, and the UDS). By comparing the distribution of colours in the data (coloured histograms) to those of the

simulations (grey lines), which are designed to replicate the photometric scatter of the data, we can disentangle the intrinsic distribution
of colours. Left to right, simulations of increasing intrinsic colour variation are shown superimposed onto the fixed data. For simplicity,

we show only four possibilities here: ∆β ∈ {0.1, 0.2, 0.3, 0.4}. The fields containing brighter galaxies are better represented by simulations

with larger intrinsic colour scatter.

and maximized the probability that the data and realisa-
tion are from the same population. Third, the comparisons
of the β distributions of the data and simulations were made
by a full maximum-likelihood test. Each method relies on a
comparison of the observed distribution to some subset of
our simulations. A visual comparison of this is given in Fig.
6, where the observed β distribution in each field is shown
alongside simulated distributions based on various intrin-
sic colour scatters. The intrinsic distribution is in all cases
assumed to be Gaussian, and is parametrized by ∆β, its
standard deviation. We have tested a log-normal distribu-
tion and, like Castellano et al. (2012), find no convincing
preference for it.

5.1 Measuring ∆β: Gaussian assumption

The simplest estimate of the intrinsic distribution of colours
is to assume that the observed distribution is a combina-
tion of two Gaussian distributions: one reflecting intrinsic
variation and one due to photometric scatter. Under this
assumption, the width of the intrinsic colour distribution is

∆β ≈
√
σobs(β)2 − σphoto(β)2, (1)

where σphoto(β) can be measured by looking at the simu-
lated β distribution of a set of galaxies that were input with
βinput ≈ median(βdata). By relying on the varying average
luminosity of galaxies in each field, we can make these com-
parisons along the luminosity baseline without the difficul-
ties of combining the data and simulations of the different
survey fields. To better populate the luminosity space, each
field and simulation were split into three luminosity bins
of equal occupancy. The results of this measurement are
shown as × marks in the first panel of Fig. 7. The colours
of the brighter galaxies found in the UDS and CANDELS
fields populate a much broader distribution than photomet-
ric scatter alone would predict: hence, they stem from a more
intrinsically varied population.

5.2 Measuring ∆β: equal-variance test

By testing against only a single simulation, the first test
could not measure the uncertainty on ∆β. So for the equal-
variance test a grid of simulated β distributions, each ac-
cording to a different 0 < ∆β < 1, was created for each
field. In each case, the simulation was centred on the median
β of the data. Centring the distribution in this way, rather
than around the linear CMR, avoids making any a priori
assumption about the shape of the CMR. Following Dun-
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Figure 7. The width of the intrinsic colour distribution of galaxies at various luminosities. The first three panels relate to each of our

three test methods, as denoted by the panel title and described in Section 5. In the first panel, × marks show the results of our Gaussian

assumption test, while + marks denote our simulation-free check results. In all cases, each field contributes three bins of equal occupancy.
The points are coloured by field, as in Fig. 6: salmon=UDS, blue=CGS, green=CGN, dark=HUDF. The error bars each enclose 68% of

the total p(∆β) where applicable. In each case, the yellow regions show the 1σ error limits of a linear fit to the measurements, weighted

by the errors on ∆β. In all three tests, brighter galaxies are drawn from a more varied intrinsic population than fainter galaxies. The
final panel shows measurements drawn from the literature over narrower dynamic ranges, from Bouwens et al. (2012, B12), Wilkins et al.

(2011, W11), and Castellano et al. (2012, C12).

lop et al. (2013), we used a non-parametric test to assess
the probability that each bin’s simulated distribution and
data arose from the same population. Since for this mea-
surement the mean intrinsic value of β is not of interest, the
Brown & Forsythe (1974) test for equal variances, rather
than a K-S test, was adopted. In this manner, a probability
density function p(∆β) was created for each of the luminos-
ity bins. By finding the maxima of p(∆β), and the regions
of ∆β enclosing 68% of p, robust measurements for 〈∆β〉
and its uncertainty were found. Since the actual subset of
simulated galaxies returned is random (in order to approx-
imately populate a Gaussian in intrinsic β), we averaged
the best value and uncertainties over multiple realisations
at each ∆β. The variation in 〈∆β〉 between realisations was
always much smaller the the error derived from p(∆β). The
results are shown in the second panel of Fig. 7, and are in
excellent agreement with the first test.

5.3 Measuring ∆β: maximum-likelihood test

For this final test, simulations were created for a grid of ∆β
as before. However in this case, each luminosity bin’s data
and simulation were binned in β to form histograms with
NB bins spanning −4 < β < 0. We compared the simulated
and actual histograms of β and maximized

L =

NB∏
i

si(∆β, µβ)di exp[−si(∆β, µβ)]

di!
, (2)

where si and di denote the simulated and actual (data) num-
ber of galaxies in the ith bin, and si depends on ∆β and the
centre of the Gaussian distribution from which the simu-
lation is drawn, µβ . In each case the normalisation of the

histograms was fixed to ensure
∑
i di/

∑
i si = 1, and the

central colour µβ of the simulation was allowed to float and
was marginalised over. The simulation realisation was also
marginalised out. The maximum-likelihood (ML) results are
shown in the third panel of Fig. 7, and are in good agreement
with both of the previous tests.

5.4 Measuring ∆β: simulation-free check

The three methods above all rely on image simulations. To
avoid complete reliance on these simulations, we repeated
the Gaussian assumption test in a simulation-free way. For
each luminosity bin, we created z- to H-band observer-frame
photometry for test galaxies, all with β = −2 but using
the MUV distribution of the data. Using the median image
depths given in Table 1, we perturbed the photometry with
appropriately scaled Gaussian random numbers. The UV
slope was then measured using a simple power-law SED fit
to the generated photometry, using the same set of filters as
for the data. This process yields a measurement of the ex-
pected photometric scatter on β which depends only on the
image depths (and an assumed fiducial value of β = −2). Us-
ing equation 1 again to compare to the observed data gives
excellent agreement with our earlier Gaussian assumption
test. These simulation-free results are shown as the + marks
in the first panel of Fig. 7.

5.5 Discovery of significant colour scatter

In all but the faintest bins considered, each test shows sig-
nificant evidence of intrinsic colour scatter, ∆β > 0. To
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quantify the significance of this, we compared a null hy-
pothesis, where all luminosity bins contain intrinsic colour
variation in line with the faintest bin (∆β = 0.1), to an
alternative hypothesis, where ∆β grows with luminosity
(∆β = s×M1500 + c), motivated by the trend of the ML re-
sults. Using a maximum-likelihood estimated linear relation,
the likelihood ratio test statistic

D = −2 ln

(
L(∆β = 0.1)

Llinear

)
≈ 150. (3)

Since the linear fit has two extra degrees of freedom (s, c),
this equates to a significance of ≈ 12σ. We have therefore
discovered very significant intrinsic colour variation in our
sample of z ≈ 5 galaxies.

5.6 A colour-scatter–magnitude relation?

In all of the tests considered, there is clear evidence for
the intrinsic variation in colour being not only non-zero,
but increasing at brighter luminosities (just as the aver-
age 〈β〉 is redder for brighter galaxy populations). To mea-
sure the significance of the trend quantitatively, linear fits,
weighted by the uncertainties, were made for both the
equal-variance test and the ML test results. These resul-
tant ‘colour-scatter–magnitude relations’ are shown as the
yellow regions in Fig. 7. Formally, the slopes of the linear
fits differ from 0 by ≈ 4.8σ and 5.1σ for the equal-variance
and ML tests respectively. As a further test of the signif-
icance, we computed a likelihood ratio of two hypotheses:
that the colour variation is a constant at all luminosities
∆β(M) = 0×M1500 +c = c, or that it grows with increasing
luminosity ∆β(M) = s ×M1500 + c. Taking the maximum
likelihood under each hypothesis, the likelihood ratio test
statistic

D = −2 ln

(
Lflat

Lrelation

)
= 6.7, (4)

which, with the slope s being one degree of freedom, makes
the growing relation more likely than the flat relation at
the 2.6σ level. This is a more conservative approach and
result than the linear-fit derived significance, but the two
approaches are in reasonable agreement. In all cases, the
existence of a scatter–magnitude relation is confirmed at
better than 2.5σ significance.

5.7 Effect of varying signal-to-noise thresholds

The four fields from which our sample has been assembled
were treated with different SNR thresholds when selecting
galaxies. An obvious concern is that this choice may affect
our results. However, we can be confident this is not the case
for a number of reasons. Firstly the photometric uncertainty
on measuring β does not scale directly with the z−band
detection threshold, since δβ depends on the noise in all
the bands from which β is measured. Second, the simulated
galaxies inhabit the same noise as the data, since we injected
sources into the real images rather than merely perturbing a
photometry catalogue according to some noise parametriza-
tion. As such they are subject to the same photometric scat-
tering and SNR cuts as the data, so the comparison of data
to simulations is ‘fair’. Third, the trend for brighter bins
to show more intrinsic scatter is visible within each of the
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Figure 8. The 25th and 75th percentiles of β in each field are
shown by coloured circles (marked 25 and 75, respectively). The

edges of the shaded region are linear fits to the points, weighted

by errors determined via bootstrapping. The region thus denotes
a simple measure of how the scatter in β increases to bright lumi-

nosities as in Fig. 7. Here however, it is clear that while the bluest
galaxies are similarly blue at all luminosities, the redder average

colours and greater colour scatter at bright M1500 are driven by

establishing a redder sub-population in the brighter bins. The red
line is the average colour-magnitude relation from Fig. 4. Other-

wise, the field colouring matches that of Fig. 6: salmon=UDS,

blue=CGS, green=CGN, dark=HUDF.

fields, as well as between fields. Finally, if the simulations
were systematically underestimating δβ then lower-SNR se-
lected fields (i.e. the HUDF) would require more, not less,
intrinsic scatter to match the observed distribution than the
higher-SNR selected fields.

5.8 Comparison to previous works

Estimates of ∆β at z = 4 and z = 5 have been published by
Castellano et al. (2012), Bouwens et al. (2012) and Wilkins
et al. (2011), but each covers only a narrow range of luminos-
ity. Individually the results show little evidence of luminosity
trends; in particular the trend reverses between the z = 4
and z = 5 samples of Bouwens et al. (2012), suggesting that
the luminosity dependence of ∆β is poorly constrained in
both cases. The fourth panel of Fig. 7 includes these previ-
ous estimates alongside our results.

5.9 Asymmetric colour scatter

Is the colour–magnitude relation itself merely a product of
the scatter–magnitude relation? For this to be true, the scat-
ter must expand in such a way that brighter bins include
more red galaxies than fainter bins without many more blue
galaxies. Fig. 8 offers some evidence that this may be the
case. Between the four fields, the 25th percentiles of the
observed β distribution grow no bluer (β ≈ −2.1) from
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the faintest HUDF galaxies to the brightest UDS galaxies.
Meanwhile the 75th percentiles redden from β = −1.9 →
−1.5. The bluest galaxies are not any bluer in the brightest
bins, but the reddest galaxies are much redder. A distribu-
tion which grows to the red would be in line with the ‘blue-
ridge–red-tail’ distribution of blue-sequence field galaxies in
the z . 3 study of Labbé et al. (2007).

6 CONCLUSIONS

The rest-frame UV colours of high-redshift galaxies provide
a probe of the metallicity and dust conditions within which
their stellar populations are growing. While recent atten-
tion has been focused at z > 7, moving just 400 Myr later
to z = 5 has allowed us take a more conservative approach
to the detection, selection, and colour analysis of a sample of
z ≈ 5 Lyman-break galaxies. Detected mostly at SNR > 8σ,
and with four or five imaging bands spanning the rest-frame
UV, we have been able to robustly determine the UV contin-
uum slope β of each of 584 z ≈ 5 LBGs (typically to better
than δβ . 0.4). Crucially these galaxies span a factor of 100
in luminosity, allowing us to constrain the colour–magnitude
relation. Comparing our samples to closely representative
image simulations of mock galaxies, we have also disentan-
gled the intrinsic variation in colour at each magnitude from
the photometric scatter. Our findings can be summarised as
follows.

(i) A linear colour–magnitude relation, whereby brighter
galaxies are redder than fainter galaxies by dβ/dMUV =
−0.12± 0.02 provides a good fit to our data.

(ii) The data show no convincing evidence either for or
against a piecewise-linear relation, whereby galaxies cease
to get bluer with decreasing luminosity below some point,
as had been suggested elsewhere.

(iii) For the first time over a wide range of luminosities at
high redshift, we have discovered significant (12σ) evidence
for intrinsic colour variation within the LBG population.

(iv) This intrinsic colour variation is significantly larger
(2.5σ) in high-luminosity bins than low-luminosity bins, af-
ter accounting for photometric scatter using our detailed
simulations. This result was confirmed by multiple statisti-
cal tests, as well as by a final check which was not reliant
on our simulations in any way.

(v) The luminosity-dependent colour scatter and average
colour–magnitude relation appear to be due to the evolution
of bright, red galaxies. This appearance of bright, red galax-
ies coincides with a seemingly luminosity-independent blue
floor: in each luminosity bin, the 25th percentiles of colour
are always β ≈ −2.1, while the 75th percentiles grow redder
from β = −1.9→ −1.5 over M1500 = −18.5→ −21.2.

The rest-frame UV colour β is dependent on all parame-
ters of the stellar population, but is particularly sensitive to
light-weighted age and dust attenuation. Our measurements
of lower-luminosity galaxies, 〈β(M1500 = −18)〉 ≈ −2, are
not so blue as to require dust-free stellar populations. How-
ever the lack of intrinsic scatter there (∆β < 0.2) shows that,
if the galaxies are dust reddened, it is by similar amounts
for all galaxies in that bin. Similarly the light-weighted ages
of galaxies in the faint population must be fairly similar to
one another, and < 100 Myr. This can be interpreted as all

of those galaxies undergoing intense present or recent star-
formation. Comparatively, the average brighter galaxy, with
colour 〈β(M1500 = −21)〉 ≈ −1.7, must have built an older
stellar population, or have higher metallicity or dust redden-
ing. However at all luminosities a quarter of galaxies have
colours bluer than β . −2.1, so even at M1500 = −21 the
low reddening, young galaxies remain common.

These observations are consistent with at least two sim-
ple scenarios, between which our current observations can-
not differentiate: the build up of dust as the galaxy grows
and brightens, with some galaxies oriented such that the UV
light escapes with less than average reddening; or stochastic
star-formation histories, where faint galaxies are always cur-
rently star-forming but brighter galaxies are observed during
various phases of their star-formation duty cycle.
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Castellano et al.: z∼3 LBGs with known metallicity in the CANDELS GOODS-South field

Aims. We aim at constraining the assembly history of high-redshift galaxies and the reliability of

UV-based estimates of their physical parameters from an accurate analysis of a unique sample of

z∼3 Lyman break galaxies (LBGs).

Methods. We analyse 14 LBGs at z∼2.8-3.8 constituting the only sample where both a spectro-

scopic measurement of their metallicity and deep IR observations (CANDELS+HUGS survey)

are available. Fixing the metallicity of population synthesis models to the observed values, we

determine best-fit physical parameters under different assumptions on the star-formation history

and considering also the effect of nebular emission. For comparison we determine the UV slope

of the objects, and use it to estimate their SFRUV by correcting the UV luminosity under standard

assumptions.

Results. A comparison between SFR obtained through SED-fitting (SFR f it) and the SFRUV

shows that the latter are underestimated by a factor 2-10, regardless of the assumed SFH. Other

SFR indicators (radio, far-IR, X-ray, recombination lines) coherently indicate SFRs a factor 2-4

larger than SFRUV and in closer agreement with SFR f it. Such discrepancy is due to the assump-

tion of solar metallicity in the usual β − A1600 conversion factor. We propose a refined relation,

appropriate for sub-solar metallicity LBGs: A1600 = 5.32 + 1.99 ∗ β. This relation reconciles the

dust-corrected UV with the SED-fitting and the other SFR indicators. It also implies a revision by

a factor ∼2 of the global SFRD: ' 0.37 M�/yr/Mpc3. We find very young best-fit ages (10-500

Myrs) for all our objects. From a careful examination of the uncertainties in the fit and the ampli-

tude of the Balmer break we conclude that there is little evidence for the presence of old stellar

population in at least half of the LBGs in our sample, suggesting that these objects are probably

caught during huge star-formation burst, rather than being the result of a smooth evolution.

Key words. Galaxies: distances and redshift - Galaxies: evolution - Galaxies: high redshift

1. Introduction

Lyman Break Galaxies (LBG) represent by far the most numerous population of galaxies that we

are able to observe in the early Universe. Their statistical distributions are becoming progressivley

better and better constrained, most notably their UV luminosity function which has been deter-

mined from z' 3 up to z ' 8−9 (e.g. Bouwens et al. 2007; Reddy & Steidel 2009; Castellano et al.

2010; Grazian et al. 2011; McLure et al. 2013). In turn, the debate about their physical properties

and about how these properties change with redshift is more active. In particular, estimates of their

dust extinction are needed to convert the UV luminosity density into a star formation rate density

(SFRD), and to constrain the amount of obscured star formation occurring in different systems at

high redshift. An accurate determination of dust extinction in high-redshift galaxies is also fun-

damental to enable a proper comparison between predictions from galaxy evolution models and

observations, so as to improve our understanding of the earliest stages of galaxy formation (e.g.

Lacey et al. 2011; Somerville et al. 2012; Kimm & Cen 2013).

To investigate the dust content of LBGs, great attention has been devoted to the study of the

slope of the UV continuum (e.g. Castellano et al. 2012; Bouwens et al. 2012; Finkelstein et al.
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2012; Dunlop et al. 2013) which is mainly determined by dust absorption, but also affected by

other physical parameters, above all metallicity and age. Adopting the (reasonably accurate) as-

sumption that the spectrum of LBGs between λ ' 1500Å and λ ' 2800Å can be represented

by a simple power–law fλ = λβ, these works have shown that high-redshift LBGs are generally

found to have “blue” (β ∼-2) slopes. Despite the remaining discrepancies among different works

on the dependency of UV slopes on redshift and UV luminosity, these results have been univocally

interpreted as an indication of relatively low dust obscuration by converting the observed β into

extinction assuming standard stellar populations.

A thorough physical interpretation of these results remains however an open problem because

of the intrinsic observational degeneracies. In fact, for a given extinction both lower metallicity

stars and young ages are responsible for bluer UV slopes, while the contribution from nebular

continuum produces a reddening of β. As recently noted by Wilkins et al. (2013) on the basis of

galaxy formation models, any variation with redshift of the above factors can introduce systematic

biases in the computation of dust extinction and of the corrected SFRD. Unfortunately, photometric

data alone do not allow to determine how different properties shape the observed β. In particular,

while deep IR photometry leads to tighter constraints on the age of the stellar populations, stellar

metallicity remains very poorly constrained even in the deepest photometric dataset.

Similarily, it is still somewhat unclear how to place LBGs in a broad scenario of galaxy evo-

lution, establishing the typical star-formation history (SFH hereafter) that led to their observed

properties. Specifically, it would be important to establish whether LBGs that we observe at differ-

ent redshifts sample the same population observed at different epochs, while they assemble their

stellar mass in a smooth, “secular” history of star-formation, or if their SFH is more episode-driven

and how it is related to possible phases of intense, dust-obscured star-formation. In the latter case,

individual galaxies might move in and out of the LBG selection criteria, and/or in different positions

of the UV luminosity function over cosmic time. These questions can be in principle investigated

by studying the Spectral Energy Distribution (SED) of LBGs at various redshifts. However, several

papers in the past have analyzed the SEDs of LBGs showing that, while stellar mass is reasonably

well established, their age and SFH is more difficult to determine because of many degeneracies

(e.g. Reddy et al. 2012; Curtis-Lake et al. 2013). These degeneracies result from a set of uncer-

tainties in the current observations of LBGs: photometry with high S/N is both scanty and difficult,

especially in the crucial IR region where the contribution of previous generations of stars is ap-

preciable; metallicity is generally not know, even for galaxies with spectroscopic redshift; and the

large fraction of current LBG samples even lack spectroscopic redshifts, leading to additional un-

certainties in the k–corrections and distance modulus. All these factors lead to larger uncertainties

in the SED fitting of LBG samples, that prevent us from constraining both their dust content and

SFH.

In this paper we take a different approach. Rather than selecting a complete sample of LBGs, we

identify the small set of LBGs that have extraordinarily well constrained properties, and perform a
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stringent, state-of-the-art SED fitting on them. In particular, we analyse a unique sample of galaxies

at z > 2.9 for which not only redshift but also metallicity (either stellar or gas-phase) has been

measured, and exquisite deep photometry is available in all bands, from the optical to the crucial IR.

At this purpose we have identified 14 galaxies at 2.9 . z . 3.8 in the GOODS-S field with measured

metallicity (from deep spectroscopic surveys like AMAZE and GMASS) and we exploit the unique

CANDELS dataset including observations from the U band to IRAC mid-IR, to perform SED fitting

while fixing the metallicity of population synthesis models to the measured one. In particular, the

availability of CANDELS WFC3 observations, of the deep K-band data of the HUGS-CANDELS

survey (Fontana et al. in prep.) and of IRAC/SEDS data allows us to accurately sample the Balmer

break at these redshifts to constrain the age of the objects in our sample. The available multi-

wavelength data covering the rest-frame UV are also exploited to estimate extinction from the slope

β of the continuum under commonly adopted assumptions. Despite our sample is not complete in

a statistical sense, our galaxies are representative of relatively luminous LBGs, and we will show

that the properties that we derive can provide useful information to settle the questions mentioned

above.

The plan of the paper is the following. In Sect. 2 we present our sample and summarise the avail-

able spectroscopic and photometric information. In Sect. 3 we discuss the SED-fitting estimates of

their physical properties, obtained by varying assumptions on the SFH and on the contribution of

nebular emission. In particular we compare the resulting E(B-V) and SFRs to estimates obtained

from UV slope and luminosity, and discuss independent constraints on the SFR from X-ray and

FIR data. We exploit the results of our analysis to define a more appropriate β − A1600 conversion

equation which is then used to compute the SFRD at z∼3 (Sect. 4). A detailed discussion of the age

of the galaxies in our sample is presented in Sect. 5. Finally, a summary is given in Sect. 6.

Throughout the paper, observed and rest–frame magnitudes are in the AB system, and we adopt

the Λ-CDM concordance model (H0 = 70km/s/Mpc, ΩM = 0.3, and ΩΛ = 0.7).

2. Objects at z∼3-4 with metallicity from deep spectroscopy

2.1. The sample

We consider objects at z'2.8-3.8 in the GOODS-S field for which a spectroscopic estimate of their

stellar and/or gas phase metallicity is available. The sample includes seven objects with measured

stellar metallicity from UV absorption features: the subsample of four LBGs at 3.4 . z . 3.8 in

the CDFS from the AMAZE survey (Maiolino et al. 2008) presented in Sommariva et al. (2012)

(S12 hereafter) and three galaxies at 2.9 . z . 3.4 from the public release of the GMASS survey

(Kurk et al. 2013) whose stellar metallicity estimates are presented here for the first time. Stellar

metallicities are measured from the equivalent width of photospheric absorption lines sensitive to

metallicity and independent to the other stellar parameters (such as age and IMF). In particular,

the 1460Å and 1501Å features (introduced in S12), and the stellar features at 1370Å, 1425Å and

at 1978Å proposed by Rix et al. (2004) and recalibrated by S12 with updated stellar libraries.
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Table 1. Objects at z∼3-4 with metallicity from deep spectroscopy

ID IDCANDELS R.A. Dec. Redshift Z/Z�a References for Z/Z�
CDFS-2528 2405 53.1898 -27.8925 3.689 0.30+0.11

−0.08 (G) 2
CDFS-4417 5001 53.0972 -27.8657 3.470 0.23+0.15

−0.09 (S) 1
CDFS-5161 5955 53.0941 -27.8549 3.660 0.24+0.17

−0.10 (G)b 2
CDFS-6664 8005 53.1388 -27.8353 3.790 0.23+0.06

−0.05 (G)b 2
CDFS-9313 12329 53.0717 -27.7984 3.647 0.24+0.06

−0.05 (G)b 2
CDFS-9340 12341 53.0718 -27.7981 3.658 0.10+0.09

−0.05 (G) 2
GMASS-920 15555 53.1999 -27.7776 2.828 0.023+0.06

−0.016 (S) 3
GMASS-1160 16841 53.1955 -27.7680 2.864 0.26+0.90

−0.21 (S) 3
CDFS-11991 17345 53.1770 -27.7643 3.601 0.25+0.06

−0.05 (G) 2
CDFS-12631 18372 53.0752 -27.7551 3.709 0.27+0.07

−0.05 (G) 2
GMASS-1788 19760 53.1512 -27.7429 3.414 0.069+0.11

−0.04 (S) 3
CDFS-14411 21187 53.0872 -27.7295 3.599 0.28+0.07

−0.06 (G) 2
CDFS-16272 22942 53.0713 -27.7049 3.619 0.24+0.06

−0.05 (G) 2
CDFS-16767 26121 53.1498 -27.6972 3.615 0.38+0.17

−0.12 (G) 2

Notes. (a) G=gas-phase metallicity; S=stellar metallicity; (b) The stellar metallicity for these objects has been
measured by stacking their spectra (S12). Stellar metallicity of the stacked object: Z=0.17 +0.12

−0.07Z�
References. (1) Sommariva et al. (2012); (2) Troncoso et al. A&A submitted.; (3) This paper;

To this sample we add 7 objects from the final release of the AMAZE dataset (Troncoso et al.,

A&A submitted) whose gas-phase metallicity has been measured from diagnostics based on the

[OII]3727, [OIII]5007 and Hβ emission lines: a detailed discussion on the calibration of diagnostic

diagrams can be found in Maiolino et al. (2008).

The objects in the sample and relevant metallicities are summarised in Tab. 1: all the 14 galaxies

have sub-solar metallicity in the range Z=0.07-0.39Z�. In this paper we will consider the best

available metallicity estimate for each object, with no distinction between gas- and stellar-based

measures. As discussed in S12, the gas-phase metallicity is found to be ∼30% higher than the

stellar one: given the small range of metallicities available in current stellar libraries, this has no

effect on the results presented here.

It is worthwile to remark that our sample, regrettably, is not complete in any statistical sense. As

such, extrapolating our conclusion to the whole population of LBG is in principle unfair. However,

the objects that we have selected are reasonably representative of the general population of bright

LBGs. They have typical UV luminosity in the range L ' 0.4−3 · L∗(z = 3) and their selection was

done (at least as far as the AMAZE sample is considered) in order to be statistically representative

of average LBGs. In particular, the distributions of the AMAZE targets in two color planes (R vs.

(G − R), and I vs. (I − z)) are consistent with those of the parent spectroscopic samples of Steidel

et al. (2003) and Vanzella et al. (2006), respectively. We will also show in the following that, a

posteriori, these galaxies are reasonably representative of standard LBGs also in terms of their

fitted physical properties.
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2.2. Photometric data

The GOODS-S field covers a ∼ 10′ × 16′ region of the Chandra Deep Field South (Giacconi

et al. 2002) centered at (J2000) = 03h32m30s and (J2000) = 27d 48’20”, provided with publicly

available observations ranging from X-ray to the radio.

CANDELS WFC3/IR observations of the GOODS-S field include a ‘deep’ region of ∼ 6.8×10

square arcmin and a ‘wide’ field of ∼ 4×10 square arcmin both observed with the F105W, F125W

and F160W filters (Y105, J125 and H160 hereafter). Limiting magnitudes for point sources (5σ)

in the deep region are 28.2, 27.9 and 27.6 in Y105, J125 and H160 respectively. The corresponding

limiting magnitudes in the wide region are 27.2, 27.2 and 26.7 (see Grogin et al. 2011; Koekemoer

et al. 2011, for details).

CANDELS WFC3 images were combined with the available observations in the ∼ 40 square

arcmin of the Early Release Science area (ERS, Windhorst et al. 2011), and in the 4.7 square arcmin

of the Hubble Ultra-Deep Field (HUDF, Oesch et al. 2010; Bouwens et al. 2010). The final WFC3

mosaics cover all the area that was observed by HST/ACS in F435W (B), F606W (V), F775W

(I), and F850W (Z) bands as part of the GOODS (Giavalisco and the GOODS Team, in prep.)

and Hubble Ultra Deep Field surveys (Beckwith et al. 2006), as well as by ACS F814W (I814)

CANDELS parallel observations (Koekemoer et al. 2011), and by VLT/VIMOS U-band (Nonino

et al. 2009). The ACS mosaics used here are the version v3.0 which includes all the observations

of the field carried out up to Cycle 13.

The Ks band data were acquired as part of the HAWK-I UDS and GOODS-S survey (HUGS;

VLT Large Programme 186.A-0898; Fontana et al. in prep.). We exploit the full HAWK-I GOODS-

S coverage comprising the central region (92.24 square arcmin, total integration time 62hs, in-

cluded in the official CANDELS GOODS-S catalogue by Guo et al. 2013) and the northern and

southern regions of the field (total integration time 31hs). The 5σ depth (in 1 FWHM'0.4 arcsec)

of the HAWKI Ks band data ranges from 26.5 AB in the central area to 25.8 in the northern and

southern pointings. The Spitzer/IRAC 3.6 and 4.5 µm observations are part of the Spitzer Extended

Deep Survey (SEDS; PI G. Fazio, Ashby et al. 2013). SEDS data include observations performed

both during the cryogenic and the warm Spitzer missions, reaching 5σ depths of 26.25 and 26.52

AB magnitudes (1 FWHM aperture) in channel 1 and 2 respectively. IRAC channel 3 and 4 (5.8

and 8.0 µm) observations are part of the GOODS Spitzer Legacy project (PI: M. Dickinson), and

reach a 5σ limiting magnitude 23.7 AB.

A description of the different steps of the catalog conception can be found in Guo et al. (2013)

(see also Galametz et al. 2013). In brief, the source extraction was done on the CANDELS H160

image with SExtractor (Bertin & Arnouts 1996) using a two-step detection process. SExtractor

was run twice in a ‘cold’ mode (that correctly deblends extended sources) and in a ‘hot’ mode

(that pushes the detection to fainter sources). The cold+hot catalog of the GOODS-S field contains

34930 sources. Total H160 magnitudes have been computed using the MAG_AUTO of SExtractor.

Colors in all other ACS and WFC3 bands have been measured running SExtractor in dual image
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mode, using isophotal magnitudes (MAG_ISO) for all the galaxies, after smoothing each image

with an appropriate kernel to reproduce the resolution of the H160 WFC3 image. IRAC and K-

band magnitudes were obtained through the Template-FITting photometry software TFIT (Laidler

et al. 2007) which uses information (position, profile) of sources measured on a high resolution

image (H160 in our case) as priors to determine photometry in the lower resolution images.

3. Physical properties from SED-fitting

We estimate physical parameters by fitting the observed photometry with the Bruzual & Charlot

(2003) (BC03 hereafter) synthetic models through a χ2 minimization as described in e.g. Fontana

et al. (2003) and Santini et al. (2009). We exclude from the fit the filters sampling wavelengths

below the Lyman break (on an object by object basis), in order to avoid systematic effects due

to the treatment of the IGM absorption. In the fitting procedure for each object we fixed the red-

shift to the spectroscopic one and the stellar metallicity to the value nearest to the measured one

among the ones available in the BC03 library (Z/Z� = 0.02, 0.2, 0.4, 1.0). We consider the follow-

ing range of physical parameters: 0.0 ≤ E(B − V) ≤ 1.1, Age≥ 0.01Gyr (defined as the onset of

the star-formation episode) and we assume a Salpeter (1955) IMF. With the goal of performing a

comparison (Sect 3.1) between SED-fitting results and previous UV slope - extinction conversion

equations we adopt a Calzetti et al. (2000) extinction law.

We introduce two improvements in the SED-fitting procedure:

1) We adopt four different parametrizations for the star-formation history (SFH):

– Constant SFH.

– Exponentially declining laws (SFH∝ exp(−t/τ)) with timescale τ = 0.1, 0.3, 0.6, 1.0, 2.0, 3.0, 5.0, 9.0

Gyr (“τ-models”).

– “Inverted-τ” law (SFH∝ exp(+t/τ)) with the same range of timescales as above.

– “Rising-declining” star-formation history (SFH∝ t2 · exp(−t/τ)) with τ = 0.1, 0.3, 0.6, 1.0, 2.0

Gyr. This SFH law rises up to t = 2τ and declines thereafter.

2) We include the contribution from nebular emission computed following Schaerer & de Bar-

ros (2009). Briefly, nebular emission is univocally linked to the amount of hydrogen-ionizing pho-

tons in the stellar SED (Schaerer & Vacca 1998) assuming an escape fraction fesc = 0.0. The ion-

izing radiation is converted in nebular continuum emission considering free-free, free-bound, and

H two-photon continuum emission, assuming an electron temperature Te = 10000 K, an electron

density Ne = 100 cm−3, and a 10% helium numerical abundance relative to hydrogen. Hydrogen

lines from the Lyman to the Brackett series are included considering case B recombination, while

the relative line intensities of He and metals are taken, as a function of metallicity, from Anders &

Fritze-v. Alvensleben (2003).

The SED-fitting has been performed separately for each of the analytical SFHs listed above,

both including and excluding nebular emission: the best-fit physical parameters and SFH for the
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objects in our sample are listed in Table 2, where we also indicate the objects for which the min-

imuum χ2 is obtained by models with nebular emission. In the appendix (Figure A.1) we show the

observed spectral energy distributions together with all the models with P(χ2) > 32%.

Both rising and declining SFHs are effective parametrizations for the objects in our sample: 8

out of 14 objects are best-fit by exponentially declining models, the remaining LBGs are either fit

with inverted-tau models or with rising-declining models having age < τ, thus being in a “rising”

SFH mode. None of the objects has a best-fit model with constant SFH. Regardless of the SFH,

the objects are found to be very young, with best-fit ages lower than 500Myrs, and in the range 10-

100Myrs in most cases. The best-fit solution is achieved by templates including nebular emission

for nine out of 14 objects, a fraction in agreement with the 2/3 value found by de Barros et al.

(2012). However, best-fit models for different SFHs are still acceptable within a 68% probability

threshold: for this reason in the following we will consider the fits obtained with any of the above

mentioned libraries.

We verified a posteriori that a spectroscopic determination of metallicity is essential to avoid

strong systematic effects in the SED-fitting. Indeed, when metallicity is left as a free parameter 11

out of 14 objects are found to have a wrong best-fit Z/Z�, with seven of them being fit to Z = Z�

templates.

The need for both very deep spectroscopic and IR photometric observations naturally limits

the present analysis to a small number of galaxies. It is thus mandatory to assess whether these 14

objects represent a fair sample of the LBG population at z∼3 with respect to physical properties

besides colour and luminosity. To this aim we performed a comparison between our objects and

the full GOODS-CANDELS sample at similar redshift in the Mass-SFR plane. We considered

the ∼3000 galaxies in the official CANDELS catalogue with either spectroscopic or photometric

redshift in the range z=2.8-3.8 and determined their best-fit SEDs through the same procedure

described above. Given that we obviously lack of any information on the true metallicity for these

galaxies, we separately performed the fit under two different assumptions: 1) fixing the metallicity

to the reference value Z=0.2Z�, and 2) allowing for any metallicity in the range 0.02<Z/Z�<1.0

but considering only models within 0.3 dex from the fundamental metallicity relation by Mannucci

et al. (2010). We verified that our objects occupy the same region of the M-SFR plane as the photo-

z selected objects of similar observed magnitude. A detailed discussion of the M-SFR relation at

z∼3 is beyond the scope of the present paper, however we note that 5 of our objects are consistent

with being “main sequence” galaxies, i.e. within 0.6dex from the M-SFR relation by Daddi et al.

(2009), while the remaining lie in the “starburst” region, as most of the photo-z selected galaxies

of similar luminosity.

3.1. Extinction and star formation rate of young, low-metallicity LBGs

The contribution of LBGs to the SFRD is routinely estimated by converting their UV luminosity

into SFR, and applying a correction for extinction inferred from their UV slope. In particular, the
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Table 2. Objects at z∼3-4 with metallicity from deep spectroscopy: best-fit physical properties

ID β M1600 Age E(B-V) SFR log(Mass) SFH Nebular
Myr M�/yr 109 M�

CDFS-2528 -1.94 -21.37 39+358
−20 0.15+0.0

−0.09 73+20
−51 3.3 +6.1

−1.4 declining Y
CDFS-4417 -1.31 -22.44 32 +8

−6 0.30+0.0
−0.0 916+166

−37 32.0+3.5
−4.5 declining N

CDFS-5161 -1.88 -20.90 398+493
−272 0.20+0.05

−0.05 73+61
−35 8.9+3.0

−2.4 rising-declining N
CDFS-6664 -2.32 -21.16 18+82

−8 0.06+0.0
−0.06 37+9

−23 0.6+0.9
−0.3 declining Y

CDFS-9313 -2.14 -21.07 200+363
−189 0.03+0.07

−0.03 15+46
−7 3.7+2.0

−3.1 declining Y
CDFS-9340 -2.64 -20.04 10+1249

−0.0 0.06+0.0
−0.06 37+0.0

−33 0.1+1.6
−0.02 rising-declining Y

GMASS-920 -1.88 -21.76 447+115
−223 0.20+0.0

−0.0 143+3
−12 28.0+1.8

−3.2 rising N
GMASS-1160 -1.39 -20.60 79+21

−48 0.25+0.05
−0.0 83+61

−7 6.8+0.7
−1.9 declining Y

CDFS-11991 -2.15 -21.85 90+23
−26 0.06+0.0

−0.0 46+5
−6 4.3+0.8

−1.0 declining Y
CDFS-12631 -1.61 -21.44 63+8

−13 0.25+0.0
−0.0 186+9

−21 11.0+0.97
−0.8 declining N

GMASS-1788 -1.58 -21.37 282+1303
−31 0.25+0.0

−0.0 158+17
−3 36.0+6.1

−2.0 rising N
CDFS-14411 -1.99 -21.22 158+1254

−95 0.10+0.0
−0.04 45+2

−19 3.1+1.7
−0.8 rising Y

CDFS-16272 -2.05 -20.65 90+357
−54 0.15+0.0

−0.05 47+19
−25 1.3+1.7

−0.5 rising-declining Y
CDFS-16767 -1.87 -21.74 28+171

−18 0.15+0.0
−0.09 112+57

−78 3.3+6.3
−1.6 declining Y

relation A1600 = 1.99β + 4.43 by Meurer et al. (1999) (M99 hereafter) has been routinely adopted

to correct for dust extinction up to the highest redshifts (e.g. Bouwens et al. 2009; Ouchi et al.

2009). However, conversion equations are either calibrated on lower redshift samples or rely on

assumptions on the metallicity and age of high-z LBGs. The sample analysed here thus provide

a unique opportunity to compare extinction and SFR estimated from an accurate SED fitting pro-

cedure, where metallicity is constrained from spectroscopy, to the values obtained with standard

fitting formulae.

Fig. 1. Comparison between SED-fitting and UV-based extinction and SFR estimates for the 14 objects in the
sample: ∆E(B−V) = E(B−V) f it − E(B−V)M99 (top panel) and S FR f it/S FRUV (bottom panel). We show for
each of the 14 objects the results obtained for each of the four different SFH (indicated by different colors: see
figure insert) as a function of the relevant best-fit Age. SED-fitting has been computed while fixing metallicity
of models to the values closer to the measured ones (as indicated by different symbols reported in the insert).
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Fig. 2. Same as Fig. 1 but including the effect of nebular emission in the models.

We adopt the common power-law approximation for the UV spectral range Fλ ∝ λβ, and esti-

mate the slope β of our objects by fitting a linear relation through the observed magnitudes spanning

the UV rest-frame wavelength range of the objects (Castellano et al. 2012).

We consider the I, Z, Y, J filters for galaxies at z >3.4 and the I, Z, Y only for the two GMASS

objects at z∼ 2.8, since, at these redshifts the observed J band magnitude samples the rest-frame

λ ∼ 3500Å which can be affected by the emission of old stellar populations. A linear fit to the UV

SED allows us also to estimate the rest-frame M1600 at 1600Å through a simple interpolation of the

slope for each object. Both quantities are reported in Table 2.

The objects in our sample cover a wide range of UV slope values, from β ∼ -2.6 to β ∼ -1.3.

We verified that they provide an unbiased sampling of the galaxy population at these redshifts by

comparing them and CANDELS-GOODS photo-z selected galaxies in the same redshift range on

the usual M1600-β plane (e.g. Castellano et al. 2012).

We exploit the measured values of the UV slope to estimate extinction and color excess fol-

lowing M99 (E(B − V)M99), and we estimate the SFR of the objects following Madau et al. (1998)

(Ma98 hereafter): SFRUV=0.125 · 10−27 · LUV M�/yr, where LUV is the extinction corrected UV

emission.

A comparison between the UV based (E(B − V)M99, SFRUV ) and SED-fitting estimates shows

that the latter point to higher extinction and SFRs for all the adopted SFHs: the results are re-

ported in Fig. 1 (stellar templates) and Fig. 2 (stellar+nebular models) and described in detail in

the following.

In the bottom panel of Fig. 1 we show, as a function of the best-fit age, the difference ∆E(B −
V) = E(B−V) f it−E(B−V)M99 between the extinction estimated from the SED-fitting (considering

templates with stellar emission only) and the value obtained through the M99 relation. The resulting
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Fig. 3. Comparison between SED-fitting and UV-based extinction considering: best-fit age=100Myr, constant
SFH models with metallicity fixed to the measured values (top panel); the best-fit solar metallicity models
(central panel); the best-fit models for the 14 objects in the sample (bottom panel).

S FR f it/S FRUV ratio is displayed for all the considerd SFHs in the top panel. The same comparison

but with the results of stellar+nebular SED-fitting is displayed in Fig. 2. In both figures we plot

for each object the best-fit estimates for each of the four SFHs discussed in the previous section.

Regardless of the assumed SFH, the E(B − V)M99 appear to be underestimated by ∆E(B − V) ∼
0.05−0.2, with the discrepancy being slightly larger for stellar SED models with the lowest best-fit

age (Fig. 1). When nebular emission is also included (Fig. 2), the ∆E(B − V) turns out to be lower

as expected because the nebular continuum ’reddens’ the slope at fixed dust extinction. However a

systematic difference of ∼ 0.05 − 0.1 is still present at young ages.

A discrepancy between UV and SED-fitting SFR estimates is in general expected at age<100Myr

for constant SFH and t/τ << 1 for exponentially declining and increasing ones (Reddy et al. 2012;

Schaerer et al. 2013). This effect is evident in Fig. 1 and Fig. 2, but, in our case a discrepancy is

found for any SFH and any best-fit age. Indeed, we find a systematic offset between the extinction

corrected S FRUV (from Ma98 equation) and S FR f it with SED fitting indicating SFRs higher by a

factor 2-3 (nebular+stellar SEDs) up to ∼ 8-10 (stellar SEDs at age∼10-50 Myr). The straigthfor-

ward explanation for such discrepancies lies in the difference between the sub-solar metallicity of

the objects in our sample and the solar metallicity assumed in the M99 equation, which gives rise

to the difference between E(B − V)M99 and E(B − V) f it

We perform a simple test to constrain this scenario, in particular to assess whether allowing for

young formation ages in the fit also play a significant role in determining this result. We determine

the best-fit model for each object by 1) fixing age=100 Myr with constant SFH (as assumed in

deriving UV-based conversion factors), and 2) fixing metallicity to the solar value while leaving
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age as a free parameter. We show in Fig. 3 the resulting ∆E(B − V) estimated in these two cases,

compared to the ∆E(B − V) of the best-fit models obtained as described in the previous section

(metallicity fixed at the observed value, age left as a free parameter). On the one hand, the best-fit

age=100Myr, constant SFH models have E(B-V) f it significantly different from the E(B − V)M99

obtained through M99 fitting formula (top panel), as it is the case for the best-fit models (bottom

panel). On the other hand, the best-fit solar metallicity models yield E(B-V) f it in much better

agreement with E(B − V)M99 (central panel). On the basis of this test we can conclude that the

standard relation between UV slope and extinction (M99, assuming solar metallicity SEDs) yields

to significant underestimates of dust corrected star-formation rate, at least for the objects considered

here.

3.2. Independent constraints on the star-formation rates

The availability of deep Herschel far-infrared and Chandra X-ray observations of the CDFS allows

us to put independent constraints on the SFR.

A 3.1σ detection for CDFS-4417 was found by Fiore et al. (2012) in the 4Ms CDFS X-ray data.

On the basis of the X-ray colors and of the low X-ray to z and H band flux ratios, they conclude

that the X-ray emission is due to stellar sources rather than to a nuclear source. This conclusion is

also supported by the absence of AGN features in the available optical spectrum. The luminosity

log(LX)=42.5 (2-10 keV) of object CDFS-4417 translates into SFRX ∼ 630 ± 200M�/yr using the

conversion by Ranalli et al. (2003). Fiore et al. (2012) also report a 2.5σ detection for CDFS-4417

in the VLA-CDFS deep map at 1.4 GHz. The radio flux implies a SFR1.4GHz ∼ 610M�/yr when

applying the conversion factor by Yun et al. (2001) under the assumption of Salpeter IMF and radio

spectral index α = 0.7.

A check on the deep PACS data obtained by combining GOODS-Herschel and PEP observa-

tions (Magnelli et al. 2013) shows a significant detection for CDFS-4417 in both the 100µm (3.3σ)

and 160µm (3.8σ) bands.

We estimate the dust-obscured SFR by converting monochromatic fluxes into total FIR lu-

minosity (8-1000µm) by means of the main-sequence template built by Elbaz et al. (2011), and

applying the SFR-L8−1000 conversion by Kennicutt (1998). We obtain SFR=900 ± 270M�/yr from

the 100µm flux, and SFR=680 ± 180M�/yr from the 160µm one. When the starburst template is

used instead of the main-sequence one, the estimates are ∼ 10 − 30% lower.

The SED-fitting estimate for CDFS-4417 is S FR f it=916.0+166
−37 M�/yr (best-fit value with de-

clining SFH, Tab. 2). We estimate the amount of unobscured SFR in CDFS-4417 from its observed

(i.e. not corrected for dust) UV luminosity, obtaining S FRUV,unobsc. = 52.7M�/yr. We can thus

predict a dust-obscured star-formation rate ∼ 860M�/yr. This value is in very good agreement

with the estimate obtained from the 100µm flux, and consistent within the uncertainty with the

160µm estimate. The SFRX and SFR1.4GHz estimated from X-ray and radio emission (which are

insensitive to dust) are also consistent with S FR f it within the relevant uncertainties. In turn, the
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SFR obtained from dust-corrected UV emission (SFRUV=270.5M�/yr, SFR=217.8M�/yr when

removing S FRUV,unobsc.) is in clear disagreement with both the FIR and X-ray measures being a

factor >2 lower.

The other objects in our sample are not detected in the PACS images. This is not surprising,

since the PACS 3σ flux limits (Magnelli et al. 2013) imply star-formation rate upper-limits of

the order of .600-800M�/yr (in the redshift range considered here), higher than the obscured

SFR∼10-160 M�/yr we estimate for the other objects in the sample. To further investigate this

issue, we exploit the public PACS data to build a stacked far-IR image of the 13 objects which are

not individually detected. After masking all detected sources, we extract 20×20 arcsec thumbnails

centred on the position of the LBGs, which are then combined as a weighted average. We find a

∼2σ detection in both the 100µm and 160µm stackings: F100 = 0.120 ± 0.059 mJy and F160 =

0.375 ± 0.202 mJy. These fluxes imply a SFR∼70-170M�/yr, considering the stacked object to

be at the median redshift of the sample: despite the large uncertainty, this estimate is consistent

with the SFR range indicated by the SED-fitting, while being 3-5 times higher than the obscured

SFR∼5-30M�/yr we infer from the UV, consistently with our finding of SFRUV being a factor &2

underestimated .

We finally computed star-formation rates for the 11 objects of the AMAZE sample from the

relevant Hβ fluxes. We correct line fluxes through the reddening inferred from the continuum fitting

and obtain the Hα luminosity by assuming the case B recombination (Hα/Hβ = 2.8). The Hα lu-

minosity is then converted into SFR following Kennicutt (1998). We find good agreement between

S FR f it and S FRHβ. The consistency between these two SFR indicators is remarkable since it also

confirms the very young ages of the objects in our sample, being recombination lines tracers of the

star formation rate on a t<20Myr timescale (Kennicutt 1998).

4. A revised A1600 − β relation: consequences on the star-formation rate density

at z∼3

Motivated by the results discussed above we determine a more appropriate conversion between UV

slope and E(B-V) on the basis of the average 〈∆E(B − V)〉 = 0.092 found from our best-fit results.

Such 〈∆E(B − V)〉 translates into an extra ∆A1600 = 0.89, which leads to the following modified

A1600 − β relation:

A1600 = 5.32 + 1.99 ∗ β (1)

As shown in Fig. 4, systematic discrepancies between SFR estimates are eliminated when ex-

tinction is estimated through this new relation. Eq. 1 implies that the UV slope of dust-free objects

is βdust− f ree = −2.67, signficantly bluer than the “zero-point” βdust− f ree = −2.23 originally included

in the M99 formula. The result in Eq. 1 is in agreement with the analysis of a large z∼4 LBG
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sample by de Barros et al. (2012) (yielding βdust− f ree = −2.58), and close to the theoretical value

βdust− f ree ' −2.5 which is found by Dayal & Ferrara (2012) for young, low-metallicity LBGs, al-

beit at higher redshift (z>6). A check on models from the BC03 library shows that the βdust− f ree we

find is consistent with the slope of a dust-free Z=0.2Z�, age=50Myr, constant SFH galaxy, which,

in the light of the previous analysis, can indeed be considered as a good reference model in terms

of age and metallicity.

We conclude that Eq. 1 provides on average a A1600 − β relation which is more appropriate for

high-redshift LBGs with young ages and sub-solar metallicity.

We explore the consequences of Eq. 1 on the computation of the corrected SFRD. We con-

sider the relevant z∼3 UV luminosity function (LF) by Reddy & Steidel (2009) and a Gaussian

distribution of UV slope values following the estimate by Bouwens et al. (2009, 2013) for U-drop

selected galaxies. The adopted UV slope distribution has an intrinsic scatter σ = 0.35, and a mag-

nitude dependent average decreasing from β ∼ −1.2 at MUV=-22 to β ∼ −2.2 at MUV=-17. The

dust-corrected SFRD is obtained through the following integral:

S FRD =
1.0

8 · 1027

∫
dL

∫
dA · PDF(A, L) · 100.4·A · L · Φ(L), (2)

where the probability distribution function of extinction correction values (PDF(A, L)) is univo-

cally related to the UV slope distribution PDF(β, L) through Eq. 1, and Φ(L) is the UV luminosity

function at 1600Å. The integral is computed up to M1600 = −17.48 (corresponding to L = 0.04L∗)

for consistency with previous works. We obtain SFRD=0.37 M�/yr/Mpc3. For comparision, if we

instead adopt the M99 A1600 − β relation, we obtain a factor 2.2 lower SFRD=0.16 M�/yr/Mpc3,

consistent with Bouwens et al. (2009). Our estimate is still a factor 1.8 higher than the one by

Reddy & Steidel (2009) which adopt a more conservative dust correction factor. In both cases, the

total SFRD is higher than so far estimated primarily because of the largest contribution of bright

LBGs, that result from our Eq. 1. Fainter galaxies, indeed, remain closer to the previous estimates

as they are on average bluer and hence less extincted.

The SFRD estimate presented above is based on the assumption of Salpeter (1955) IMF and

Calzetti et al. (2000) extinction law to allow for a self-consistent comparison between our use

of Eq. 1 and the Meurer et al. (1999) one in the computation of dust correction. While these are

common assumptions, we must note that the adoption of a different IMF or extincion law can result

in changes to the SFRD which can partially compensate systematic errors introduced by the use of

the Meurer et al. (1999) formula: a top-heavy IMF yield to a lower conversion factor between UV

and SFR, while a steeper extinction curve (e.g. SMC-like) would imply a lower extinction at fixed

UV slope, and thus a lower dust-correction factor.
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Fig. 4. ∆ E(B-V) vs. Age (upper panel) and S FR f it/S FRUV vs. Age applying the modified β − A1600 relation
in Eq. 1.

5. Constraints on the past evolutionary history

A remarkable feature highlighted by the SED-fitting results is the very young age of the objects,

although this is not fully surprising given the very low metallicity found through spectroscopic

measurements. The agreement between S FR f it and the star-formation rate inferred from Hβ fluxes

(Sect. 3.2) is a further indication that these objects are dominated by stellar population with ages

of few 10 Myrs. Indeed, ten of the LBGs in our sample have ages<100Myrs, one of them (CDFS-

9340) having the best-fit solution at the minimum allowed age in the fit (10 Myrs). Moreover

Fig. 1-2 demonstrate that this result does not strongly depend on the choice of the SFH and on the

inclusion of nebular emission, since all the fits we performed indicate ages.300 Myrs with very

few exceptions.

At the redshifts we are considering age estimates are mainly driven by the younger, UV-bright

population. While this is not a concern when focusing our attention on the star-formation rate, it is

nonetheless of great importance to assess the presence of any significant contribution from older

stellar populations to the SEDs. To constrain the past evolutionary history of the objects in our

sample we will analyse here in more detail their age estimates by assuming both parametric and

non-parametric star-formation histories.

A first, straightforward test can be performed by looking at the amplitude of the Balmer break,

which is the most evident age-dependent feature sampled by the observations analysed here. To

this aim, we define a colour term (“Balmer colour”) bracketing the 4000Å break: BCol=H160-

0.5×(K+3.6µm). For the two GMASS objects at z∼2.8 we adopt the J125 band instead of H160

since the latter is itself affected by the break at those redshifts. To disentangle the competing effects

of dust extinction and age we perform a comparison between our objects and population synthesis
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models in a “Balmer colour” vs. UV slope plane. We fix the metallicity of the models to the refer-

ence value Z=0.2Z� and measure colours and UV slopes of the templates in the same way as for

the observed sample.

As shown in Fig 5 the Balmer colour of our objects lies in the range BCol=∼0-0.8, and shows -

as expected- a clear dependence on β (see also Oesch et al. 2013): objects with larger Balmer colour

have also redder UV slope. The same trend is evident in the models, regardless of the SFH. For six

of the objects the combination of Balmer colour (∼0.0-0.5) and UV slope (β &-2.5), unequivocally

indicates ages of 10-50 Myrs for any assumed SFH. All the galaxies in the sample have a Balmer

break which is only compatible with Age.300Myr when declining (bottom panel in Fig 5) and

constant (central panel) SFH models are considered. However, when an exponentially increasing

SFH is assumed (top panel), the age of the redder galaxies turns out to be poorly constrained, with

their BCol∼0.8 being compatible with templates of age∼0.3-1.0 Gyr.

Fig. 5. The amplitude of the Balmer break as a function of the UV slope for the objects in our sample (black
squares and error-bars) compared to templates at different ages (continous lines: 0.01 to 1 Gyr from bottom
to top) and star formation histories: exponentially declining SFH (τ = 0.3 Gyr, bottom panel), constant SFH
(central panel), exponentially increasing SFH (τ = 0.3 Gyr, top panel). The Balmer colour is defined as H160-
0.5×(K+3.6µm) for objects and templates at z>3.4, and J125-0.5×(K+3.6µm) for lower redshift ones. The
reddening vector in this plot is parallel to the displayed model tracks.

We further compute the maximum allowed age of each object for any of the SFHs adopted in

Sect. 3. This is defined as the oldest model with P(χ2) > 32%. We note that this is a conservative

choice, since the uncertainty is computed from all the bands used for the fit, not only on those

2-3 around the Balmer break where the effect of age is most evident. As shown in Fig. 6, all

the objects have a maximum age.500Myr (i.e. a formation redshift z f orm .6) when assuming
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Fig. 6. Maximum allowed age assuming different SFHs, as a function of the relevant best-fit age.

Fig. 7. Best-fit ratio M∗
EARLY−BURS T /M

∗
TOT AL, where M∗

EARLY−BURS T is the stellar mass formed during an “early-
burst” at age=1.3-1Gyr and the total stellar mass M∗

TOT AL = M∗
LAT E−BURS T + M∗

EARLY−BURS T includes a “late-
burst” at age=300Myrs.

declining or constant SFHs. On the other hand, half of the LBGs is compatible with age& 1.0

Gyr (z f orm ∼10) when assuming rising star-formation histories. We verified that this result do

not significantly depend on our definition of age as the onset of the star-formation episode: as an

example, the age at which 10% of the stars is already in place is typically 5-20 % lower, and the

conclusions of our test do not qualitatively change. Consistently with our previous findings on

the amplitude of the Balmer break, this test indicates that the assumed parametric form for the
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SFH largely affects constraints on the presence of old stellar populations: while rising and “rising-

declining” SFH allow for a high formation redshift within the best-fit uncertainty, both declining

and constant SFH univocally indicate ages of few 100Myrs. However, we note that only two of the

objects compatible with age& 1.0 Gyr actually have models with rising SFHs as preferred solution,

so we can conclude that there is little evidence for a significant presence of older stellar populations

in the objects of our sample.

We finally build a double-component library of BC03 models, i.e. we assume that the SEDs

originate from two different bursts with constant SFH of different intensity: an “early burst” at

age=1.3-1Gyr, and a “late-burst” started at age=300 Myrs. We then fit our objects determining the

best-fit ratio M∗EARLY−BURS T /M
∗
TOT AL of the stellar mass formed during the early burst and the total

stellar mass (M∗TOT AL = M∗LAT E−BURS T +M∗EARLY−BURS T ). In Fig. 7 we plot the best fit burst ratio and

its uncertainty as a function of the best-fit age of single-component constant SFH models. The best-

fit ratio turns out to be <0.2 for nine out of 14 objects in our sample, and equal to zero (no presence

of an old burst) for 6 of them, supporting the low formation redshift obtained with parametric SFH

models. In turn, four of the objects appear to be dominated by the old burst (ratio>0.5), with three

of them having a low age in the single-component SFH fit. Moreover, the uncertainties on the fit

allow for a 20-40 % contribution of the old population even in the SEDs dominated by young stars.

These results coherently point to a minor contribution from older stellar populations to the

SEDs of our objects, although significant uncertainties remain, in particular because of the poor

constraints on the SFH. Our findings are consistent with previous results indicating ages of ∼108yrs

for high-redshift LBGs (Reddy et al. 2012; Curtis-Lake et al. 2013; Oesch et al. 2013) but, at

variance with the mentioned works, young ages <100Myrs are favoured for a significant part of the

objects in our sample. This result, and the robust estimates of high SFRs and moderate extinctions

described in the previous sections, agrees with a scenario where luminous LBGs are objects caught

in a “bursting”, moderately obscured phase lasting few 100Myrs (e.g. Stark et al. 2009). This

scenario is in contrast with the idea of a smooth evolution of the LBG population (e.g. Finlator

et al. 2007), since most of these objects at the bright end of the UV LF at z∼3 were probably

populating the faintest end of the UV LF already at z ∼ 5 − 6.

6. Summary and Conclusions

In this work we have performed accurate SED fitting of a unique sample of 14 galaxies at 2.8 .

z . 3.8 in the GOODS-South field. These galaxies constitute the only LBGs with both a spectro-

scopic measurement of their metallicity (either gas-phase or stellar, as measured from the AMAZE

and GMASS surveys) and deep IR observations (obtained combining the CANDELS, HUGS and

SEDS surveys). Unfortunately, our galaxies do not make a complete sample in any statistical way;

however, a posteriori they appear to have been selected from the general population of massive and

luminous LBGs, and as such their analysis can shed some light on the general properties of the

overall population of LBGs, or at least their brighter subsample.
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We have taken advantage of the 17 bands CANDELS catalogue to perform accurate SED fitting

while fixing redshift and metallicity of population synthesis models to the measured values. For the

spectral fit we use the BC03 models with Salpeter IMF, and we explore both different SFH (ranging

from exponentially declining to rising) as well as models with or without the inclusion of nebular

emission. The latter has been computed both in the lines and continuum component following the

procedure described in Schaerer & de Barros (2009).

We summarize here our findings, that are connected with two broad areas of investigation about

high redshift LBGs: their dust content and their implied contribution to the global SFRD, and their

ages and previous SFHs.

UV slope, dust content and star–formation rates. We first compared the SFR obtained through

SED-fitting SFR f it with those estimated from the observed UV luminosity after correcting for the

observed extinction (SFRUV ), in the same manner as typically done on existing large LBG samples.

For the latter estimate, we measured UV spectral slopes β through a linear fit of HST magnitudes,

and used the relevant extinction estimates (Meurer et al. 1999) to estimate corrected SFRUV ac-

cording to the standard Madau et al. (1998) LUV -SFR conversion. A comparison between SFR f it

and SFRUV shows that the latter are underestimated by a factor 2-8, for all objects. SFR f it exceeds

SFRUV regardless of the assumed SFH, and the overestimate is larger for models without nebular

emission (where it ranges typically between 3 and 8) rather than in models with nebular emission

(ranging between 2 and 5).

This result is supported by independent constraints on the radio (VLA), far-IR (Herschel) and

X-ray (Chandra) emission of object CDFS-4417, which give SFR a factor 2-4 larger than SFRUV

and in closer agreement with SFR f it. This conclusion is supported by the analysis of the far-IR

stacking of the 13 sources which are not individually detected in Herschel data. The stacked object

shows a ∼2σ detection at both 100µm and 160µm, implying an average obscured SFR consistent

with the SED-fitting results and 3-5 times higher than UV estimates. The Hβ luminosity measured

for 11 of the objects also yield SFRs in agreement with SFR f it, and confirm that the the objects are

young and intensely star-forming.

We demonstrate that such discrepancies are mostly due to the standard assumption of solar

metallicity stellar populations in the widely used Meurer et al. (1999) UV slope-extinction conver-

sion (Fig. 3). On the basis of our results we deduce a new β−A1600 relation, A1600 = 5.32 + 1.99 ∗β
(Eq. 1), that we propose to be more appropriate for young sub-solar metallicity LBGs. We note that

this formula implies that a “dust-free” UV slope as steep as β = −2.67, significantly bluer than the

current assumption β = −2.23 based on the (Meurer et al. 1999) formula.

It is interesting to explore the possible implications of these findings, under the assumption

that these results can be extended to the overall LBG population. First, the common knowledge of

negligible dust extinction in β . −2.0 high-redshift galaxies would be seriously challenged. This

might bring the current theoretical predictions in better agreement with the observations, given that
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such models inevitably predict a rapid formation of substantial amounts of dust in high redshift

LBGs.

Another important implication is on the contribution of LBGs to the global SFRD. We ex-

ploit our refined β − A1600 relation to compute the z∼3 SFRD on the basis of available estimates

of the UV luminosity function and UV slope distribution at these redshifts. We find a dust cor-

rected SFRD=0.37 M�/yr/Mpc3, more than two times higher than values based on old UV slope-

extinction conversions.

Ages and star-formation histories. We finally analysed in detail the constraints that our SED

fitting is able to produce on the age and in general on the past evolutionary history of the objects in

our sample (Sect. 5).

We note that, on the basis of our fits, we are not able to constrain in a robust way the SFH.

In fact, both rising and declining models are found as best-fit solutions: eight out of 14 LBGs are

best-fit by exponentially declining models, the remaining are either fit with inverted-tau models or

with rising-declining models having age < τ, thus being in a “rising” SFH mode. In addition, the

various SFHs are typically able to produce acceptable χ2 for most objects, such that the preference

for a given SFH is not statistically robust even on individual objects.

Our central result here is that we find very young best-fit ages for all our objects, in the range

10-500 Myrs (Tab. 2). This result holds for any assumed SFHs and both including or excluding

nebular emission: in all these cases we find best-fit ages.500 Myrs with very few exceptions.

We have carefully explored whether this result is robust, given the expected prevalence of young

stars in the overall SED, that may lead to important underestimates of the true age (the so called

“overshining” problem).

We first decided to avoid the possibile complications of the SED fitting process and analysed a

specific color term designed to be particularly sensitive to age effects. We defined a “Balmer” colour

(BCol=H160-0.5×(K+3.6µm)) that brackets the 4000Å break, and computed BCol as a function

of the β value for templates of different SFHs (Fig. 5), at different ages. We show that six of the

galaxies in our sample have a combination of low Balmer break (∼0.0-0.5) and UV slope (β &-

2.5), unequivocally indicating very low ages (10-50Myrs) for any SFH. The remaining galaxies

have a position in the BCol-β plane indicating Age.300Myr when declining or constant SFH are

assumed, while only four objects with BCol∼0.8 are compatible with exponentially increasing SFH

templates of age∼0.3-1.0 Gyr.

Going back to the SED fitting technique, we have also performed an estimate of the “maximal”

age compatible for each SFH, defined as the largest age that produce a model with P(χ2) > 32%.

The “maximal” age remains less 0.5Gyrs for at least half of the sample, regardless of the detailed

SFH. The remaining 50% can be reconciled with large ages (equivalent to formation redshifts

around 10) only with increasing SFH. Similar results have been found using a specific set of models

with double-burst SFH templates, where the relative intensity of the two bursts is left free. Even
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in this somewhat extreme case nine out of 14 objects in the sample are found to have a very low

fraction (<0.2) of old stellar population to their SED, although significant uncertainties remains.

The results summarised above show that tight constraints on metallicity and on the rest-frame

optical regime are fundamental to shed light on two debated issues: 1) the estimate of dust-extinction

and dust-corrected SFRs at high-redshift, and 2) the assembly history of Lyman-break galaxies.

On the one hand, we have shown that taking into account the sub-solar metallicity of stellar

populations yields to a significant revision of the UV slope-extinction conversion and of the cor-

rected SFRD. On the other hand, the ages of few 10-100Myrs we find for our objects, the low

amplitude of their Balmer-break, and the minor impact of older stars to their SEDs, suggest a par-

ticular scenario for the assembly of at least a sizeable fraction of the high-redshift LBGs. In fact,

these luminous objects are most probably caught during huge star-formation burst moving them on

short timescales from the faint to the bright end of the luminosity function, rather than being the

result of a constant, smooth evolution.

A final word on these two questions will only come by the analysis of larger, and fainter sam-

ples. Extending the present work to a larger number of bright z&3 LBGs will be possible thanks

to intensive spectroscopic follow-up campaigns such as the ongoing VIMOS Ultra-Deep Survey,

which is targeting 10000 sq. deg. including sky regions provided with deep near-IR observations.

However, pushing this analysis to fainter galaxies, and to the redshifts approaching the reionization

epoch, is beyond the current limits of available instrumentation. Near infrared observations deeper

than the ones presented here (mlim ∼26.5 AB), and spectroscopic constraints of absorption features

in M >> M∗ LBGs, will be within reach only thanks to JWST and EELT.
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Fig. A.1. Spectral-energy distributions of the 14 objects analysed in this paper. Grey curves in each plot show
models with P(χ2) > 32% from the best-fit, considering four different SFH and fits with nebular+stellar and
stellar emission only (see Sect. 3). The best-fit UV slope is shown as blue dashed line.Article number, page 24 of 24
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ABSTRACT

The process that quenched star formation in galaxies at intermediate and high redshift is still the subject of considerable debate. One
way to investigate this puzzling issue is to study the number density of quiescent galaxies at z ' 2, and its dependence on mass.
Here we present the results of a new study based on very deep Ks-band imaging (with the HAWK-I instrument on the VLT) of two
HST CANDELS fields (the UKIDSS Ultra-deep survey (UDS) field and GOODS-South). The new HAWK-I data (taken as part of the
HUGS VLT Large Program) reach detection limits of Ks > 26 (AB mag). We have combined this imaging with the other ground-based
and HST data in the CANDELS fields to select a sample of passively-evolving galaxies in the redshift range 1.4 < z < 2.5 (via the
pBzK colour-based selection criterion of Daddi et al. 2004). Thanks to the depth and large areal coverage of our imaging, we have
been able to extend the selection of quiescent galaxies a magnitude fainter than previous analyses. This has enabled us to establish
unambiguously that the number counts of quiescent galaxies at z ' 2 decline at magnitudes fainter than Ks ∼ 22 (AB mag.), in
contrast to the number density of star-forming galaxies which continues to rise to fainter magnitudes. Through extensive simulations
we demonstrate, for the first time, that this turn-over in the number of quiescent galaxies is not due to incompleteness, but is real. We
show that this trend corresponds to a stellar mass threshold M∗ ' 1010.8 M� below which the mechanism that halts the star formation
in high-redshift galaxies seems to be inefficient. Finally we compare the observed pBzK number counts with a population of quiescent
galaxies extracted from four different semi-analytic models. We find that only two of these models reproduce even qualitatively the
observed trend in the number counts, and that none of the models provides a statistically acceptable description of the number density
of quiescent galaxies at these redshifts. We conclude that the mass function of quiescent galaxies as a function of redshift continues
to present a key and demanding challenge for proposed models of galaxy formation and evolution.

Key words. Galaxies: high redshift - Galaxies: fundamental parameters -

1. Introduction

The cessation, or “quenching” of star formation activity in galax-
ies at high and intermediate redshifts is one of the key events in
the history of galaxy evolution, and one that is not easily ex-
plained in the context of hierarchical growth within a ΛCDM
cosmology. It is now understood that the (apparently fairly rapid)
termination of star formation in some subset of the galaxy pop-
ulation only a few billion years after the Big Bang must be at-
tributed to some aspect of baryonic physics. However, the rele-
vant process remains a matter of debate, with opinion divided
over whether the key mechanism is feedback from an active
galactic nucleus (AGN), feedback from star formation itself, or
termination of the gaseous fuel supply (e.g. due to the difficulty
of cool gas penetrating to the centre of a massive halo due to
shock heating). Better observational constraints on the preva-
lence and properties of quiescent galaxies at high redshift are
therefore urgently required in order to develop improved models
of galaxy formation and evolution over cosmic history.

One key goal is to better establish the mass dependence of
star-formation quenching. A number of lines of evidence sug-
gest that this process appears “anti-hierarchical” in the sense that

it is the most massive galaxies that cease star formation at the
earliest times, leading ultimately to the present-day Universe in
which the most massive elliptical galaxies appear to be the old-
est. However, because less-massive passive galaxies are hard to
detect and isolate at high redshift (especially at optical wave-
lengths), it has proved difficult to establish the definitive mass
dependence of the number density of passive galaxies at the cru-
cial epoch corresponding to z ' 2. The primary aim of this study
is to clarify this situation via new deep multi-frequency imaging
data.

Several methods have been developed to efficiently select
passively-evolving galaxies at high-redshift based on colour cri-
teria. In recent years, the most extensively used selection tech-
nique is the BzK colour-colour selection introduced by Daddi
et al (2004). They showed that galaxies in the redshift range
1.4 < z < 2.5 fall into a specific area of the (B − z) / (z − K)
diagram, and demonstrated that galaxies can be easily separated
into star-forming (sBzK) and passively-evolving (pBzK) classes.
This technique also has the advantage of not being biased by the
presence of dust.

The reddening vector in the BzK plane is parallel to the
BzK selection line, making this criterion relatively immune to

1
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dust content. A number of studies have used the BzK-criterion
to constrain the properties of star-forming and passive galax-
ies at z ' 2. For example, Kong et al. (2006) presented Ks-
selected samples of BzK galaxies over two fields: a ' 920
arcmin2 field (with Ks;AB < 20.8) and a ' 320 arcmin2 field
(to Ks;AB ' 21.8). They particularly concentrated their analy-
sis on the clustering properties of BzK galaxies, and concluded
that the pBzK galaxies are more clustered than the sBzK galax-
ies. Meanwhile, Lane et al. (2007) combined the first release of
the near-infrared UKIRT Infrared Deep Sky Survey (UKIDSS)
Ultra-Deep Survey (UDS; Lawrence et al. 2007) with optical
photometry from Subaru imaging. By comparing the commonly-
used selection techniques for galaxies at intermediate redshift,
they concluded that the brightest Distant Red Galaxies (DRG)
have spectral energy distributions (SED) consistent with dusty
star-forming galaxies at z ' 2. Moreover, they observed an inter-
esting turn-over in their derived number counts of pBzK galaxies
at K ' 21, suggesting an absence of high-redshift passive galax-
ies at lower luminosities. Grazian et al. (2007), instead, focused
on the overlap between DRG and BzK galaxies, discussing their
relative contribution to the overall stellar mass density.

The galaxy population in the UKIDSS UDS field was also
studied by Hartley et al. (2008), in order to measure the cluster-
ing properties, number counts and the luminosity function of a
sample of star-forming and quiescent BzK galaxies with a limit-
ing magnitude Ks;AB < 23. The number counts they derived for
the passive objects exhibit a flattening at Ks ' 21 and an appar-
ent turn-over at Ks ' 22: they concluded that the former effect is
likely to be real, while the latter is probable but remains uncer-
tain. More recently, McCracken et al. (2010) presented number
counts and clustering properties for a sample of pBzK galaxies
with Ks < 23, selected over a significantly larger area than pre-
vious studies (2 deg2 in the COSMOS field). They also found
some evidence for a turn-over in the number counts of quiescent
galaxies, around Ks ' 22.

Is interesting to notice that similar conclusions were al-
ready reached by other papers using different techniques.
For instance, De Lucia et al. (2007) used a combination of
photometric and spectroscopic data to study the cluster of
galaxies evolution over a large range of cosmic time, from
redshift 0.4 to 1. They found a significant deficit of low mass,
faint red galaxies going to high redshift. A similar conclu-
sion, i.e. the truncation of the red sequence at faint magni-
tude for high redshift galaxies, was confirmed by other au-
thors as Kodama et al. (2004), and Andreon et al. (2011).
More recently, Ilbert et al. (2013) presented galaxy stellar
mass function and stellar mass density for star-forming and
quiescent galaxies in the redshift range 0.2<z<4 using the
new UltraVISTA DR1 data release. They study the stellar
mass function for both star forming and quiescent galaxies,
and found a lack of evolution of the massive quiescent ones.
They interpreted this eveidence as a direct consequence of
star formation being drastically reduced or quenched when
a galaxy becomes more massive than M> 1010.7−10.9 M�. This
result is consistent with the one presented in Muzzin et al.
(2013), who also computed the stellar mass function for qui-
escent galaxies using the Ultra- VISTA data. In general, dedi-
cated analysis of the evolution of “Red&Dead” galaxies show
a constant decline with redshift (e.g. Fontana et al. 2009,
Brammer et al. 2011)

The use of the BzK selection for the search of passiveIy
evolving galaxies has the distinct advantages of being relatively
easy to perform on data, of being easily and self–consistently
reproducible on mock catalogs derived from theoretical simu-

lation, and relatively well tested with spectrocopic follow-up.
However, it is crucial to stress that the success rate of the BzK
selection is strongly dependent on the availability of deep imag-
ing at both optical and near-infrared wavelengths. All the above-
mentioned surveys were limited both by the depth in the near-
infrared, and by the relative depth of the bluer bands. The robust
detection of passively-evolving BzK galaxies, requires a proper
measure of a colour term as large as B − K ' 5. If the B-band
imaging is of limited depth, the clean selection of pBzK galax-
ies cannot reach the faint K-band limits where the bulk of the
population is expected to lie, and the observed number counts
are severely prone to errors due to incompleteness and noise.
Because of these limitations, the existence of a turn-over in the
observed number counts of quiescent galaxies at z ' 2 has yet to
be firmly established.

In this paper, we use a combination of wide-field and deep
optical and infrared images that allow us to robustly select a
sample of passively-evolving galaxies at z ' 2 to Ks ' 25,
and to explore the dependence of the number density of these
quiescent objects as a function of luminosity or, equivalently,
stellar mass. The data have been acquired in the context of the
CANDELS HST (Grogin et. al 2011; Koekemoer et al. 2011)
and HUGS VLT (Fontana et al. in preparation) surveys, that de-
liver a unique combination of area and depth in the the B, z and
Ks bands. With this unique sample we study the number counts
of the BzK galaxy population, and in particular we focus on the
quiescent population to provide improved constraints on the na-
ture of the physical processes involved in the quenching of star
formation.

The paper is organized as follows: in Sec. 2 we describe
the data and the multiwavelength catalogue for the UDS and
GOODS-S fields, in Sec. 3 we select the star-forming and the
passively-evolving galaxies with the BzK criterion, and in Sec.
4 we present the simulations performed to quantify the incom-
pleteness of the observed sample. The interested reader may di-
rectly go to Sect. 5, where we present the crucial result of the
paper, i.e. the luminosity and mass distribution of pBzK galax-
ies, and to Sect. 6 , where we compare our results with the pre-
dictions of various semi-analytical models of galaxy formation.
Finally, a discussion of our results and a summary of our main
conclusions is presented in Sec. 7.

All magnitudes mentioned in the paper are in the AB system.

2. Data

2.1. Imaging data

The present paper is based on data collected over the
CANDELS pointings of the UDS and the GOODS-S fields.
Both these ' 200 arcmin2 fields have been observed in
many broad bands in recent years, including WFC3/IR
and ACS with the Hubble Space Telescope (HST), as a part
of CANDELS HST Treasury Project (Grogin et al. 2011;
Koekemoer et al. 2011). Additional ultradeep images from
the U to the mid-infrared Spitzer bands are also available. A
complete description of the imaging data available in these
fields along with the procedure adopted for catalog extrac-
tion are given in Galametz et al (2013, G13 in the following)
for UDS and in Guo et al. (2013, GUO13 in the following) for
GOODS-S, respectively.

Since this work makes a crucial use of the B, z and K
bands to select passive galaxies, we briefly summarize here
the properties of these images, including new imaging data
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in the B and K bands that have been recently collected with
VLT and are not included in the papers mentioned aboe.

In the K band, the two fields have been imaged by
the High Acuity Wide field K-band Imager (HAWK-I) on
the European Southern Observatory’s Very Large Telescope
(VLT) as part of the HUGS survey (an acronym for HAWK-
I UDS and GOODS-S survey). This program has delivered
very deep images in the Ks band over both fields, reach-
ing 5-σ detection limits fainter than Ks ' 26. We refer to
Fontana et al. (in preparation) for a complete description of
the HUGS survey. The Ks band of HAWK-I will be referred
to simply as the K-band in the rest of this paper.

For UDS, the final K band image is already included
in the G13 catalog. The whole UDS field is covered with
three different pointings. Their seeing is 0.37”-0.43” and
the corresponding limiting magnitudes are mlim(K) ' 26,
mlim(Y) ' 26.8 (5σ in one FWHM) or mlim(K) ' 27.3,
mlim(Y) ' 28.3 (1σ per arcsec2). In GOODS-S, we use here
the final HUGS image, that is considerably deeper than the
image used in GUO13. The whole field was covered with
6 (partly overlapping) pointings for total exposure time in
the K band (summed over the six pointings) of 107 hours.
Because of the complex geometry, this corresponds to an
exposure of 60-80 hours in the central area (the one cov-
ered by CANDELS “Deep” ) and 12-20 hours in the rest
(the CANDELS “Wide area”). The final average seeing is re-
markably good and constant, with 4 pointings at 0.38” (no-
tably including the two deepest) and 2 pointings at 0.42”.
On the finally stacked images, the limiting magnitudes in
the deepest area are mlim(K) ' 27. (5σ in one FWHM) or
mlim(K) ' 28.3, mlim(Y) ' 28.3 (1σ per arcsec2).

The B and z′ images in the UDS were obtained with
Subaru/Suprime-Cam (see Furusawa et al. 2008). The
Subaru optical data cover the full CANDELS UDS field, and
the 5 − σ limiting magnitudes (computed in 1 FWHM of ra-
dius) are 28.38 and 26.67 in B and z′ respectively (G13).

Another crucial data set in this context is a recent ul-
tradeep B-band image obtained with VIMOS on VLT for
GOODS-S (Nonino et al in prep.). Their average seeing is
0.89”. With a VLT/VIMOS total integration time of 24hr,
the final mosaics have a median PSF of 0.85 arcsec FWHM,
and reach B = 28.4 at 5σ, and are thus considerably deeper
than the available ACS F435W data (the latest V2.0 ver-
sion released by the GOODS Team reaches a 5 − σ limit of
z850 ' 26.9). We will use in the following this VIMOS B-Band
image.

While B, z and K bands are crucial for the selection of
passive galaxies, we have also utilised the full multi-colour
data from the U to the mid-infrared Spitzer bands at various
stages in our analysis, both to derive photometric redshifts
and to determine the shapes of the spectral energy distribu-
tions (SEDS) of the selected galaxies. We refer to G13 and
GUO13 for a complete description of the imaging data set.

2.2. Catalogs

The catalogs used in this paper are those already published
in G13 and GUO13, with the only notable difference that we
have included the new B and K images, as described below.

The adoption of the CANDELS catalogs implies that we
rely on the H160 band for the detection of galaxies. This
choice has the practical benefit that we have been able to
use the existing CANDELS catalogues, and takes full advan-
tage of the depth and the quality of the HST images. Because

the H160 imaging is still significantly deeper than the K-band
imaging, this choice does not affect the definition of the K-
selected sample; we have performed an independent detec-
tion in the K band and verified that all the objects detected
in K are also detected in H-band, at least to the magnitude
limits we are interested in here.

After removing from our catalogs bad sources (i.e. those
not falling on an edge, artifact, star spike or halo) the final
UDS sample contains 35933 objects over an area of 201.74
arcmin2, while the GOODS sample contains 34932 objects
over an area of 137.61 arcmin2 (total number are similar
since GOODS is about one magnitude deeper than UDS).

Colours in the ACS and WFC3/IR bands have been mea-
sured running SExtractor in dual-image mode, using isopho-
tal magnitudes (MAG ISO) for all the galaxies, after smooth-
ing each image with an appropriate kernel to reproduce
the resolution of the H160 WFC3/IR image. For all images
with poorer resolution, including the B-VIMOS, z′ and K
used here, the Template-FITting photometry software TFIT
(Leider et al. 2007) was used to derive the photometry for all
the images with a lower resolution than H160 e.g. B, z′ and
K. This code uses information (position, profile) of sources
measured on a high-resolution image (here H160) as priors to
establish the photometry in the lower-resolution images. We
refer to G13 for a more detailed discussion of the CANDELS
UDS multiwavelength catalog. For the new B and K images
used here we have applied TFIT exactly as described in G13
and GUO13.

We remark that the TFIT code that we used to mea-
sure colors is designed to minimize the effects of blending
from nearby sources when extracting the photometry of faint
sources in crowded extragalactic fields. The power of TFIT
in this context is clearly shown by the simulations presented
in Lee et al (2012), where it is shown that the contamina-
tion from nearby sources is minimal even in the case of the
'3” PSF of the Spitzer images. The ground–based images
on which this analysis is based upon (BzK) have PSF much
smaller, especially the K band ones that are all below 0.45”,
and we therefore expect possible contaminations to be even
smaller. As a further check, we have verified that only 5% of
galaxies at K ' 23.5−24 (the most typical objects that we tar-
get) have a nearby brighter companion within 2”, that may
be affecting the measured colors. We are therefore confident
that our results are not significantly affected by photometric
contamination.

We also note that the images used in this analaysis are re-
markably homogeneous in depth over the area that we use.
Ground–based B and Z images have been obtained with im-
agers with FOV larger than the CANDELS fields, and the
dithering pattern adopted for Hawk–I has ensured a proper
coverage of the full area. We have explicitly verified this by
looking at the distributions of the 1–σ magnitude limits in
the B, z and K images for our BzK galaxies, and we veri-
fied that they are reasonably narrow gaussian distributions.
The remaining inhmogeneites are accounted for in the simu-
lations that we used to evaluate the systematcis in our analy-
sis.

2.3. The SED fitting

While the selection of passive galaxies is performed using
only the BzK bands, we exploit the full multiwavelength cata-
logs delivered by CANDELS to obtain further informations
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Table 1. Parameters used for the library of template SEDs.

IMF Salpeter
SFR τ (Gyr) 0.1,0.3,0.6,1,23,4,9,15
log (age) (yr) 7, 7.01, 7.03...10.3
Metallicities 0.02 Z�, 0.2�, 1�, 2.5�

EB−V 0, 0.03, 0.06, 0.1, 0.15, 0.2, ..., 1.0
Extinction law SMC, Calzetti

on the targeted galaxies, like photometric redshifts, stellar
masses and other rest–frame quantities.

For all the BzK galaxies without a secure spectroscopic
redshift we used the official photometric redshift published
by the CANDELS collaboration. The technique adopted is
described in Dahlen et al (2013), and photometric redshifts
for both fields will be made available in forthcoming pa-
pers (Dahlen et al, in prep.). On the sample of BzK galaxies
with secure spectroscopic redshift we find that the scatter be-
tween photometric and spectroscopic redshift is gaussianly
distributed , with a standard deviation σ ∼ 0.08 and a small
number of outliers, about 5%.

To compute the physical parameter of the galaxies we
used SED fitting technique on the full multiwavelength cata-
logue available for the two CANDELS fields, that have 18/19
bands on UDS/GOODS, from U band to 8µm. The SED tech-
nique employed for this work has been already intensively
tested in previous papers (Fontana et al. 2003, 2004, 2006;
Grazian et al. 2006, Santini et al. 2012). It is based on the
comparison between the observed multi-colour SED of each
galaxy with those obtained from a set of reference synthetic
spectra from stellar population model. The redshift of each
galaxy is fixed to the spectroscopic or the photometric one
during the fitting process.

We decided in this case to use a pretty standard reference
spectral library, that can be compared with previous litera-
ture. It is based on the Bruzual & Charlot (2003) models,
and the code was run using a Salpeter IMF, ranging over a
set of metallicities from Z = 0.02 Z� to Z = 2.5 Z�, and dust
extinction AV ranging between 0 and 1.1 assuming a Calzetti
extinction curve. We used a smooth exponentially decreas-
ing Star Formation Histories. All the parameters adopted for
the SED fitting are listed in Tab. 1. The best-fitting spectrum
provides estimates of the star-formation rate (SFR), extinc-
tion, stellar population age (the onset of the star formation
episode) and galaxy stellar mass, and τ (the star formation
e-folding timescale).

Among the outputs of this analysis we will use in partic-
ular the stellar masses and the age/τ parameter, that is the
inverse of the Scalo parameter. As shown in Grazian et al.
(2007) it can be used to discriminate between star forming
and passively evolving galaxies. Following their work, we as-
sume age/τ < 4 for the former and t/τ ≥ 4 for the latter.

3. BzK galaxies in CANDELS

3.1. Raw BzK counts

As first proposed by Daddi et al. (2004), the BzK colour-colour
criterion is an efficient colour-based method for identifying
galaxies in the redshift range 1.4 < z < 2.5. It also permits
segregation of galaxies between actively star-forming galaxies
(sBzK) and passively-evolving galaxies (pBzK). If we define
BzK = (z − K) − (B − z), sBzK galaxies have colours consistent

Fig. 1. B − z versus z − K colour-colour diagram for the K-selected
galaxies and stars in the CANDELS GOODS-S (upper panel), and UDS
(lower panel) fields. Arrows indicate 1σ lower limits on colour for
sources which are undetected (S/N < 1) in the B-band. The quiescent
galaxies are indicated in red, with the star forming galaxies indicated in
blue, in the redshift range between 1.4 < z < 2.5 (as classified using the
t/τ parameter as discussed in the text). The green arrows show colour
limits for sources that have a photometric redshift outside of the range
expected for effective use of the BzK criterion.

Fig. 2. Number counts for the sBzK (upper panel) and pBzK (bottom
panel) galaxies in the two CANDELS fields plotted separately, red
GOODS-S and black UDS with K<27. We assume Poissonian error
bars. Previous results from the literature are over-plotted: Kong et al.
(2006) in blue, Lane et al. (2007) in green, Hartley et al. (2008) in cyan,
McCracken et al. (2010) in magenta, and Arcila-Osejo et al. (2013) in
dark-green.
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with BzK > −0.2 while pBzK galaxies have BzK < −0.2 and
(z − K) > 2.5 (corresponding to the upper-left and upper-right
regions of the colour-colour diagram respectively; see Figure 1).

To facilitate comparison of our results with previous stud-
ies we wanted our photometric selection criterion to match as
closely as possible the original BzK selection introduced in
Daddi et al. (2004). Since our filters in GOODS-S are not identi-
cal to those used in the original BzK paper, we applied a cor-
rection term to the colours to account for the different shape
of the filters. Correction terms were computed using population
synthesis models (Bruzual & Charlot 2003) applied to both our
filters and those of Daddi et al. (2004). The result of this anal-
ysis was that we applied a small colour correction to (B − z)
and (z − K) for the objects in GOODS-S field: (B − z)Daddi =
(B− z)GOODS−S + 0.1 and (z − K)Daddi = (z − K)GOODS−S − 0.05.
No correction has been applied to the colours in the UDS field
because the filters are nearly identical to those utilized in the
standard BzK definition.

In total, we identify 99 pBzK galaxies in the UDS and
86 in GOODS-S. The number counts for star forming and
passive BzK galaxies are reported in Table 2 and Table 3, re-
spectively. Figure 1 shows the B − z versus z − K distribution
of sources in the CANDELS GOODS-S (upper panel) and UDS
(lower panel) fields. Horizontal arrows indicate objects which
are non-detected in the B-band (S/N <1). We assume for these
sources a lower limit on B-band magnitude equal to their 1σ
limiting magnitude. All magnitudes are detected in the z-band
images. In principle, BzK galaxies undetected in the B band and
located in the sBzK region could be pBzK galaxies scattered
left-ward into the sBzK region, as shown also in Grazian et al.
(2007), which therefore escape inclusion in the pBzK sample. In
sec. 4 we analyze this population using the output of the SED
fitting technique to verify the nature of these sources.

Figure 2 shows the raw number counts derived for the
both sBzK and pBzK galaxies in the CANDELS fields with
K<27 for both fields separately, UDS black and GOODS-
S red line, compared to the literature (0.5 magnitude bins).
The error bars are computed assuming a Poisson statistics,
approximated with the square root of the counts for N > 10
and the small-number approximation for the Poisson distri-
bution of Gehrels (1986) for N ≤ 10. Our number counts are
in good agreement with most of the previous studies, espe-
cially with the latest results from McCracken et al (2010).
However, we find a discrepancy with the number counts
presented by Lane et al. (2007). As already proposed by
McCracken et al. (2010), this difference could be due to an
inappropriate transformation to the Daddi et al. filter set.

It is immediately clear that our observations reach a
depth that no previous studies has achieved. It is also very
evident the decrease in the number counts of pBzK galaxies
at magnitudes fainter than ' 21.5 − 22. To establish whether
this turnover is real we have perfomed dedicated simulations
that are described in the following section.

Our data also show a significant different between the
two fields, especially for bright sBzK galaxies and for all
pBzK galaxies. Since we have already corrected for the
slightly different filters, we interpret this difference as an ef-
fect of cosmic variance. A simple estimate of the error bud-
get due to cosmic variance, as obtained with the Cosmic
Variance Calculator (Trenti & Stiavelli 2008) shows that in-
deed this is the case. For instance, the total number densities
of bright (K ≤ 22) sBzK galaxies is ' 4600 ± 870 galaxies
arcmin−2 in the GOODS/S field, and ' 6640 ± 1020 galaxies
arcmin−2 in UDS, respectively. Similarly, the densities of all

Table 2. Observed Number Counts in 0.5mag bins for sBzK and pBzK
galaxies in the UDS and GOODS-S fields.

KAB NsBzK−UDS NsBzK−GOODS NpBzK−UDS NsBzK−GOODS

19.75 4 3 - -
20.25 21 8 3 0
20.75 45 20 12 6
21.25 92 41 22 18
21.75 209 103 16 17
22.25 305 190 20 14
22.75 498 307 12 12
23.25 775 487 10 9
23.75 975 655 4 5
24.25 1318 848 - 4
24.75 1483 1050 - 1
25.25 1697 1446 - -
25.75 2012 1934 - -

pBzK are ' 2150 ± 500 galaxies arcmin−2 and ' 1770 ± 380
galaxies arcmin−2 in GOODS-S and UDS, respectively. The
different densities are therefore consistent within the errors,
when we properly include the cosmic variance effects in their
computation. We note instead that the difference at very
faint magnitudes (K > 26) between UDS and GOODS is
likely due to incompleteness in the detection, since UDS ap-
proaches the detection limit just at K ' 26.

3.2. The redshift distribution of BzK galaxies

Several of the CANDELS BzK galaxies have published spectro-
scopic redshifts (35 in the UDS and 87 in GOODS-S). Figure 3
shows the distribution of these sources with a spectroscopic red-
shift in a BzK diagram; each symbol refers to a different red-
shift range. The insert box shows the distribution of the spectro-
scopic redshifts of the BzK–selected galaxies. The total number
of pBzK with spectroscopic redshift is 14.

According to the Daddi et al. (2004) definition, BzK galax-
ies are expected to lie in the redshift range 1.4 < z < 2.5 (shown
by the vertical lines). Figure 3 shows that a large fraction of the
BzK-selected galaxy population does indeed fall within this red-
shift range. Nevertheless, even though the pBzK galaxies with
spectroscopic redshifts are few in number, we find that 18% of
pBzK galaxies have a spectroscopic redshift that lies outside this
redshift window, with two tails extending to z ' 1.1 and z ' 2.9.

In Fig. 4 we present the photometric redshift distribution
for both star-forming (upper panel) and quiescent (lower panel)
galaxies. From this figure it is easily appreciated that most of
the pBzK galaxies have photometric redshifts below z = 2,
with a zmed ' 1.8, while the distribution of sBzK spans a wider
range with zmed ' 1.9. The redshift distribution of the passively-
evolved galaxies is in good agreement with the one presented
in McCracken et al (2010). We note that the peak of galaxies
around z ∼ 1.6 could be related to large-scale structures known
in both UDS (Papovich et al. 2010; Tanaka et al. 2010) and
GOODS-S fields (Castellano et al. 2007; Kurk et al. 2008).

4. Estimating the systematic effects

As evident by looking at Fig 2, the number counts of pBzK
galaxies drop below K ' 21.5. Since this is the main focus of the
present paper, before analyzing it in more detail it is important to
exclude that this behavior is due to systematics in the data. As al-
ready discussed in Sect. 2, we can exclude that blending is a ma-
jor cause of photometric errors, or that image inhomogeneities
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Fig. 3. BzK plot for all CANDELS galaxies with a spectroscopic red-
shift (35 for UDS and 87 for GOODS-S); each symbol refers to a differ-
ent redshift range: red points 1.4 < z < 2.5, black crosses 1.0 < z < 1.4,
and green triangles z > 2.5 (different colours in the electronic version).
The spectroscopic redshift distribution for the BzK galaxies is shown in
the box insert. Vertical lines delineate the standard anticipated redshift
range of the BzK selection technique (1.4 < z < 2.5).

are a major source of incompleteness. It is well possible, how-
ever, that this effect is - at least partially - due to the insufficient
depth of the B band images, give the large color terms that must
be measured to unambigoulsy identify the pBzK galaxies. To
further verify this, we performed accurate simulations that are
described below.

4.1. Incompleteness

The effects of noise and incompleteness can impact in various
ways the observed distribution of galaxies in the BzK plot. First,
photometric noise may scatter galaxies within the BzK diagram:
in particular galaxies that lie close to the lines that define the se-
lection criteria can migrate in or out of the selection windows.
For pBzK galaxies this may be particularly important in the case
of the horizontal line at z − K > 2.5. In our case we can take ad-
vantage of the exquisite depth of the CANDELS and HUGS data
to keep these effects to a minimum. Even at K = 24, the typical
error on the K-band magnitude is < 0.05 mag, and the colour
term z − K = 2.5 is measured with a total error of typically 0.06
mag. Similarly, the 1σ detection limit in the B-band is B ' 30 in
both fields, ensuring detection also in the B-band for most of the
pBzK galaxies down to K = 24. On the other hand, we con-
firm that all the pBzk galaxies have been detected in z-band.
In order to quantify the number of missed objects in our samples,
we perform a number of simulations. The ultimate goal is to de-
fine a robust limiting magnitude in the K-band, and to correct
a-posteriori the observed number counts for incompleteness.

We first start from the observed sample of bright pBzK galax-
ies selected with K < 20.5. We use these objects to generate
mock catalogues of 5 × 105 objects for each field, normalized
at various K-band magnitudes from K = 21 to K = 25. The

Fig. 4. The photometric redshift distributions of the star-forming (upper
panel) and passively-evolving (lower panel) BzK galaxies found in the
two CANDELS fields. The dashed lines indicate the anticipated red-
shift range yielded by the BzK criterion, while the solid line marks the
average photometric redshift of each distribution.

computed magnitudes (in all bands) are then perturbed assign-
ing them a noise consistent with the observed error-magnitude
relation in each band and field. Our simulations accurately re-
produce not only the average S/N as a function of magnitude,
but also its scatter, in order to provide the closest match possi-
ble between the observed and simulated data (Castellano et al.
2012). The simulated catalogues are then analyzed in a similar
way to the ones derived from the observations. Fig. 5 shows the
BzK colour-colour diagram for the magnitude bins over which
we run the simulations. The blue dots are the simulated samples
of pBzK galaxies (as obtained from scaling the observed bright
objects to fainter fluxes) and the red horizontal arrows are the
objects undetected at 1σ in the B band, similar to those encoun-
tered in the actual data. The two numbers in the corner of each
window are the limiting magnitude used to run the simulations
and the number of simulated pBzK galaxies found respectively.

We have performed a similar test starting from a set of syn-
thetic galaxies computed using the standard spectral synthesis
models of Bruzual & Charlot (2003), over the redshift range
1.4 < z < 2.5. We consider models with exponentially-declining
star-formation histories, metallicity Z/Z�=0.02, 0.2, 1.0, extinc-
tion 0 ≤ E(B − V) ≤ 0.2, and ages 1 ≤ Age ≤ 13 Gyr. We
assume a Salpeter IMF and a Calzetti et al. (2000) attenuation
law. We use this library to generate mock catalogues normalized
at various K-band magnitudes from K = 21 to K = 25.

We find good consistency between the simulated objects ob-
tained in this way and the mock catalogues discussed above. To
correct the observed number counts we used the numbers
coming from the mock catalogue. We note that using the sim-
ulations from the observed catalogue we obtain the same re-
sult. In fact in both cases, we find that the completeness obvi-
ously decreases with increasing magnitude. At at K ∼ 23.75 it
is ∼73% in the latter case, and ∼79% in the former simulations.
At K ∼ 25.25 it is slightly above 40%, in both cases. Based on
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Fig. 5. The B − z versus z − K colour-colour diagram of the simulated
sample of passively-evolving galaxies in eight magnitude bins. Each
window contains a sample of simulated pBzK galaxies. The number of
BzK galaxies in the simulations is ∼10000. The labels in each panel
precise the limiting magnitudes adopted in the simulations followed by
the number of galaxies classified as pBzK. The red horizontal arrows
are the 1-σ upper limits in B-band

these results, we conclude that incompleteness is safely low up
to K ' 24, and still treatable at 24 ≤ K < 25. In the following
we will therefore extend our analysis to K < 25. From both these
simulations we are able to quantify the number of missed objects
in each magnitude bin, and convert it into the incompleteness.
We then apply corrections to the distribution of the pBzK num-
ber counts that we will present in the following sections.

To confirm the purity of our sample we check if some
galaxies may be scattered in the pBzK region due to photo-
metric errors. To investigate this effect we perform some sim-
ulations, as described above, but in this case starting from a
bright catalogue of non quiescent galaxies place just below
the (K-z) threshold, and adding noise to all the photometric
bands. We found that the contamination of spurious objects
are less than 1% at faint magnitude. Therefore, we confirm
that, thanks to our conservative selection, the observed scat-
ter is negligible.

4.2. Spectral classification

We have also compared the galaxies selected with the sim-
ple colour selection criteria to the output of a full SED analy-
sis, performed on the multi-wavelength catalogs obtained from
CANDELS. To understand the limitations of the BzK selection
criterion, derived only from observed colours, we follow a differ-
ent approach based on the spectral fitting technique. The adopted
spectral fitting technique has already been described in Sec. 3.2.

One simple test to verify the validity of the BzK criterion is
to analyze the population of BzK galaxies by correlating the age,
the τ parameter and the E(B−V). As in Grazian et al. (2007), for
each galaxy we compute the t/τ parameter, (where t is the galaxy

age) and we characterize as star-forming the galaxies with t/τ <
4, and as passively-evolving those with t/τ ≥ 4.

Therefore, we first verify that the classification based on the
t/τ parameter is consistent with the results obtained using the
BzK criteria, i.e. we compute this parameter for all the BzK
galaxies, and for all of them we examine the correlation between
t/τ and the extinction. We verify that both star-forming and qui-
escent galaxies have the expected value of t/τ, as well as for the
extinction. Then, we have looked at the properties of the objects
undetected in the B band. As shown in Fig. 1, those located in
the pBzK region are consistently fitted with passively evolving
models, while those located in the sBzK area are fitted with star–
forming models. This confirms our conclusion that a relatively
low number of pBzK galaxies are scattered out of the pBzK re-
gion because of limited depth of the B-band imaging.

5. Passively evolving BzK galaxies: luminosity and
mass distribution

Armed with full characterization of the selection function, we
are now in a position to explore the properties of the pBzK galax-
ies. Figure 6 presents the K-band number counts (in 0.5 magni-
tude bins) for the pBzK galaxies in the CANDELS fields. We
re-emphasize that the galaxies were selected with K < 24, and
the error bars are computed as described above. The observed
number counts show a flattening at K > 21, consistent with past
studies (e.g. Hartley et al. 2008), and a turn-over at K ' 22.
A decline in the number density of the quiescent population at
faint magnitudes was also observed in the H160-band by Stutz et
al. (2008).

For comparison, we also overplot the number counts found
by Kong et al. (2006), Lane et al. (2007), Hartley et al. (2008),
and McCracken et al. (2010). The number counts are in good
agreement with previous studies at faint magnitude. However,
we note that at bright magnitude there is a discrepancy with
the previous works, especially with McCracken et al. (2010)
and Kong et al. (2006). Since the number counts for the SF
galaxies are in good agreement with these works, we can
rule out that this discrepancy arises from photometric er-
rors. This difference may be the result of cosmic variance,
given the strong clustering of pBzKs galaxies respect to the
sBzK ones.

The pBzK galaxy number counts derived from our
CANDELS (UDS+GOODS-S) sample are summarized in
Table 3.

It is immediately clear that the number counts for the pBzK
galaxies shows a flattening at K ' 21 and a turn-down at K > 22.
Converting these magnitudes to average rest-frame magnitudes
in the I band, (that is sampled by the K band at z ' 1.9, close to
the average redshift of pBzK galaxies with spectroscopic redshift
) this corresponds to absolute magnitudes of MI ' −23 and MI '

−22, respectively, as shown by the upper x-axis in Figure 6 .
To further investigate the physical significance of this trend,

we translate the galaxy photometry into stellar mass. We com-
pute the stellar masses using our SED fitting to the full multi-
wavelength catalogues available for the two fields. The adopted
spectral fitting technique is the one already mentioned in Sec 4.2.

We note in passing that the superior quality and spec-
tral extension of the CANDELS imaging data gives us the
opportunity of revising the average relation between the K-
band magnitude and the stellar mass derived by Daddi et al.
(2004) for BzK galaxies with K-magnitude less than 20. This
was calibrated on the stellar mass estimates derived from full
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SED fitting in the K20 spectroscopic sample (Fontana et al.
2004), where exactly the same numerical code was used to es-
timate masses, but photometry was inevitably poorer. Daddi
et al. (2004) derived a relation between stellar mass and the
observed K magnitude of the form:

log(M?/1011 M�) = −0.4(Ktot − K11),

where K11 is the K-band magnitude corresponding on av-
erage to a mass of 1011 M�. For the SED fit they found
K11 = 21.35 (AB). We recalibrate the relation based on our
sample and find K11 = 21.53 (AB). We note that this relation
works better at fainter magnitude then the one presented in
Daddi et al. (2004).

Figure 6 shows the distribution of the stellar masses for the
pBzK galaxy sample computed with the SED fitting technique.

For comparison, we overplot the results obtained by Grazian
et al. (2006). They computed the stellar masses for the
GOODS-MUSIC sample using the SED fitting technique. We
compare their distribution with one shown in Figure 6, pur-
ple dotted line, to test the goodness of the assumptions for the
SED fitting assumed in this work. We confirm the consistency
of the two results.

The observed distribution shows that there is a clear decrease
in the number density of passively evolving galaxies at stellar
masses below 1010.8 M�. This trend departs significantly from
the overall form of the galaxy stellar mass function at this red-
shift, which continues to rise steeply to much lower masses (e.g.
Ilbert et al. 2013). We stress that the fraction of pBzK galaxies
compared to all BzK galaxies (and hence to most of the galaxies
at z ' 2 is large (∼25%) at M∗ ' 1011 M�) and becomes minimal
(∼1%) at M∗ ' 1010 M�.

6. Comparison with semi analytical models

In the previous sections we have highlighted the existence of
a clear break in the luminosity and mass distribution of pas-
sive galaxies at z ' 2, with these objects becoming progres-
sively rarer beyond an observed K-band magnitude of K ' 22.
This turnover in the number counts can be translated into a mass
threshold roughly placed around 1010.8 M�. This implies that the
mechanisms that halted star formation in galaxies at high red-
shift have been more efficient (or statistically more frequent) in
massive galaxies rather than in lower mass ones. It is interesting
to investigate whether this basic feature is reproduced by theo-
retical models of galaxy formation.

We concentrate on four Semi-Analytical Models (SAMs):
Menci et al. (2008), Merson et al. (2012) (based on the SAMs
of Bower et al. 2006), Somerville et al. (2012), and Lu et al.
(2011,2012).

These models vary both in the way they assemble the
dark matter halos as well as in the prescriptions adopted
for the various physical mechanisms involved in galaxy for-
mation. Here we briefly mention the physical processes rel-
evant in the discussion of our result. We refer the reader
to the original papers for full details of the models. In the
Menci model the merging histories of dark matter haloes
are described through Monte Carlo simulations, the Merson
model uses dark matter merger histories extracted from
the Millenium simulation (Springel et al. 2005), while the
Somerville and Lu models use the Bolshoi N-body simula-
tions (see Klypin et al. 2011 for details). The models based on
N-body simulations provide lightcone mock catalogues that
mimic the geometry of the UDS and GOODS-S fields. We

Table 3. Differential Number Counts in log(N/deg2/0.5mag) bins for
sBzK and pBzK in the (UDS+GOODS-S) fields. The last column shown
the corrected pBzK counts.

KAB NsBzK NpBzK NCorr
pBzK

a

19.75 1.871 - -
20.25 2.488 1.503 1.503
20.75 2.839 2.281 2.336
21.25 3.150 2.628 2.701
21.75 3.520 2.544 2.637
22.25 3.720 2.557 2.646
22.75 3.931 2.406 2.531
23.25 4.127 2.304 2.451
23.75 4.238 1.980 2.195
24.25 4.361 1.628 1.892
24.75 4.429 1.026 1.642
25.25 4.523 - -
25.75 4.623 - -
26.25 4.663 - -
26.75 4.590 - -
27.25 4.324 - -
27.75 3.849 - -
28.25 3.175 - -
28.75 2.473 - -

Notes. (a) The incompleteness in the pBzK counts was computed by
performing extensive simulations; see main text for details.

note that the resolution of these N-body simulations in prac-
tice sets a lower limit to the mass (hence luminosity) of the
smaller galaxies traced in the simulations, and hence to the
depth of the luminsity distributions that we are presenting.
All four models distinguish between quiescent star formation
in galaxy discs, and merger-driven starbursts, although with
different prescriptions for the star formation efficiency. The
Merson model includes disc instabilities as an extra mecha-
nism to trigger bursts of star formation. Different modes of
AGN feedback are implemented in the SAMs: quasar mode
(Menci, Somerville), radio mode (Merson, Somerville) and
halo quenching model (Lu).
All these models provide simulated galaxy samples, for
which magnitudes in any desired filter set are given. Galaxy
magnitudes are computed from the predicted star formation
and chemical enrichment histories using single stellar pop-
ulation model (SSP). All these models use the SSP model
of Bruzual & Charlot (2003) but they assume different ini-
tial mass function (IMF): Kennicutt IMF (Merson), Salpeter
IMF (Menci), Chabrier IMF (Somerville and Lu). The dust
extinction affecting the above magnitudes is computed from
the dust optical depth and applying the appropriate attenua-
tion to the luminosity at various wavelenghts. All these mod-
els are able to compute synthetic galaxy catalogs over given
areas of the sky, that have been used for this comparison. In
our case, we have extracted the BzK magnitudes and applied ex-
actly the same BzK criterion we applied to real data, as described
in the previous sections.

Fig. 7 shows the comparison of the SAMs with the observa-
tions: the left-hand panel shows the K number counts of pBzK
galaxies, and the right-hand panel compares the mass distri-
butions. We first note that two of these models, Merson et al.
(2012) and Somerville et al. (2012), exhibit a global trend that
is qualitatively consistent with the observed break in the lumi-
nosity and mass distributions. Their predicted number density
reaches a peak at masses slightly below 1011 M�, similar to what
we observe in the data, and decreases at lower masses. However,
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Fig. 6. Left: The number counts of the CANDELS pBzK galaxies (black line with Poissonian errors, see the text.) as a function of the observed
K magnitude. The upper x-axis shows the corresponding rest frame absolute magnitude in the I band at z ' 2. As highlighted in text, for
completeness reason, we prefer to limit our analysis at K<24, however we plot the faint and of the distribution until K = 25 with a dotted
line. The number counts corrected for incompleteness are shown in red. The blue, green, cyan, magenta and darkgreen lines show the number
counts for pBzK galaxies from the literature, from Kong et al. (2006), Lane et al. (2007), Hartley et al. (2008), McCracken et al. (2010), and
Arcila-Osejo et al. (2013) respectively. Right: The stellar mass distribution of the CANDELS pBzK galaxies in units of M� (logarithmic scale).
The black solid line shows the mass distribution computed using only the K-band (Daddi et al. 2004), while the purple dashed line is the result
of using the masses obtained with the multi-band SED-fitting technique. For comparison we plot the galaxy stellar mass distribution of the pBzK
derived by Grazian et al. (2007) from the GOODS-MUSIC sample (red dotted line).

they do not reproduce the absolute number density of the passive
galaxies: the Merson model over-predicts (by a factor of ∼1.5)
the observed counts, while the Somerville model underpredicts
them by a similar amount. By contrast, the Menci and Lu models
do not even predict a turn-over; in both cases the number counts
continue to increase exponentially towards fainter magnitudes
(i.e. to lower stellar masses). Both these models deliver an un-
derestimate of the number of massive passive galaxies, and a
continuously increasing overestimate at the faint/low-mass end.

Obviously, the counts predicted by the models depend sen-
sitively on the exact choice of the adopted color selection, but
the discrepancies found here are clearly larger than can be ac-
counted for by simple noise or systematic effects. For instance,
decreasing the threshold on the (z − K) > 2.5 color may sig-
nificantly change the number of quiescent objects found in the
models. In particular, to reproduce the density of the observed
pBzK galaxies, we would require to lower the (z − K) threshold
by 0.2 mag. This is much larger than the typical error on (z − K)
color, of about 0.03 mag.

Based on this simple comparison, we derive a first impor-
tant conlcusion: the luminosity/mass distribution of passive
galaxies at z ' 2 is clearly a very sensitive and demanding
test for hierarchical models.

The importance of this finding - by itself - should not be
underestimated. Indeed, current models of galaxy formation
are able to provide acceptable fits to the observed properties
of the bulk of the galaxy population, such as luminosity func-
tions or color distributions. What we show here is that the
physical mechanisms that they implement are not able to ac-

count for the extreme star formation histories characterizing
the pBzK galaxy population.

We simply mention that it is not possible to interpret the
differences in model predictions in term of the AGN feed-
back, that is often identified as a major actor in the quench-
ing of star-formation activity, and is suspected to be more ef-
fective in massive galaxies. Indeed both the model of Lu et al.
(in prep.), in which the AGN feedback is implemented with
high efficiency, and the Menci et al (2005) model, where AGN
feedback is not so efficient, produce in an over-estimation of
the total number of red, quiescent objects.

Locating the origin of the discrepancy between observed
and predicted quantities, as well of the differences among the
various theoretical predictions requires a detailed compari-
son among different models, not simply on their output but
directly modifying the codes in order to investigate the ef-
fects of changing the prescriptions for the feedback and for
the star formation. This effort is clearly beyond the scope of
the present paper. Here we stress that our findings concern-
ing the abundance of pBzK galaxies push the comparison be-
tween models and observations to a higher level of accuracy,
required to address the key questions above.

7. Summary and Discussion

In this paper we take have exploited new deep, wide-field K-
band imaging, performed with the High Acuity Wide field K-
band Imager (HAWK-I) on VLT as part of the HAWK-I UDS
and GOODS-S survey (HUGS; VLT Large Program), to study
the population of passive evolving galaxies at z ∼ 2. Crucially,
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Fig. 7. Comparison of the observations with the Semi Analytical models of Merson et al. (2012) in blue, Menci et al. (2005) in magenta, Lu et al. in
prep. in cyan, and Sommervile et al. (2012) in in green In the left panel we compare the number counts and in the right panel the mass distribution.

both survey fields possess B and z-band imaging, as well as a
wealth of other multi-wavelength data, extending from the U-
band to the mid-infrared Spitzer, and containing deep HST imag-
ing assembled as part of the CANDELS HST Treasury program.

To define a sample of star forming and quiescent galaxies
at redshift between 1.4 < z < 2.5, we use the BzK criterion
proposed by Daddi et al. (2004). Adopting Ks = 25 as a the ap-
propriate limiting magnitude for our analysis, we find 99 pBzK
galaxies and 3071 sBzK in the UDS CANDELS field, and 54
pBzK and 1038 sBzK in the GOODS-S field. At bright magni-
tudes the observed number counts of the sBzK and pBzK galax-
ies are in good agreement with previous studies, in particular
with McCracken et al. (2010) as shown in Fig. 2. Thanks to the
depth of our observations, we have now extended the selection
at magnitudes fainter than was possible in previous analysis. We
have demonstrated through simulations that the statistics of pas-
sive galaxies down to K ' 24 is not significantly affected by in-
completeness, and that the latter is still treatable down to K ' 25.
Thanks to the depth of our observations we are now able to place
on a secure footing the earlier results on the pBzK number counts
previously reported Hartley et al. (2008) and McCracken et al.
(2010).

Our central result is that the pBzK number counts show a
flattening at Ks ∼ 21, and a turn-over at Ks >= 22, equivalent
to rest-frame absolute I-band magnitudes pf MI = −23,−22 re-
spectively. Converted into stellar mass, our result corresponds to
a decrease in the number density of passive-evolving galaxies at
stellar masses below 1010.8 M� for a Salpeter IMF. As judged
against the still steeply-rising number counts of the overall
galaxy population at these redshifts, this turnover is fairly abrupt,
indicating that at high redshift the mechanism that quenches star-
formation activity is much less efficient below this mass limit.

We have compared our observed number counts with the
predictions of several semi-analytical models of galaxy forma-
tion and evolution, in particular with the models of Menci et
al (2006), Somerville et al. (2012), Merson et al. (2013), and

Lu et. al. (in prep). Among these SAMs only two, (Somerville
et al. (2012) and Merson et al. (2013)) qualitatively predict the
shape of the number counts, showing a turn-over a a stellar mass
close to that observed in the data, but they do not reproduce the
absolute observed density of the passive galaxies. In contrast,
the other two models fail to show this turn-over, and predict
an exponential increase of passive objects to faint magnitudes.
This comparison suggests that the distribution of number den-
sity (with magnitude or stellar mass) of quiescent galaxies at
these redshifts offers a critical test for hierarchical models, and
can place strong constraints on the detailed baryonic physical
processes involved in galaxy formation and evolution.

The observed discrepancies rise pressing, key questions
concerning the comparison between observations and the
current models of galaxy formation in a cosmological con-
text.

First, are the color based observational criteria effective
to select a the whole population of passive objects (or at least
a representative sample of them) ? Indeed, the discrepancy
with all present models suggests the possibility that present
observations might be missing a whole class of objects in the
color-color plane. As shown in Daddi et al. (2004), and in
Grazian et al. (2007), the pBzK selection criterion preferen-
tially selects galaxies that have been passively evolving for
about 1 Gyr: lowering the threshold in (z-K) corresponds to
introducing passive galaxies that are progressively younger,
and hence become more numerous. Hence, we should expect
that lowering this threshold would also increase the num-
ber of observed galaxies, keeping the discrepancy in place.
Unfortunately this cannot be easily checked in the data, since
lowering the threshold in (z−K) immediately introduces also
galaxies at lower redshift that contaminate the selection.

Second, are the current implementations of the star for-
mation quenching process (tuned to match the observed lo-
cal luminosity functions) effective in providing a fast enough
evolution of galaxies in the color-color plane ? For in-
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stance, the radio mode feedback (whose effectiveness in-
creases monotonically with cosmic time) could be ineffective
in providing the quenching of star formation at z & 2 re-
quired to match the observed abundance of the pBzK popu-
lation.

Third, is the relative role of the different modes star for-
mation correctly implemented by the models ? In particular,
it is known that both merging and disk instabilities can pro-
vide star bursts which add to the secular conversion of gas
into stars (the ”quiescent mode” of star formation). Current
galaxy formation models are characterized by different im-
plementations of three modes of star formation; while the
bulk of the galaxy population could be less dramatically af-
fected by the relative role of such process, the abundance of
pBzK galaxies characterized by extremely early star forma-
tion histories could be extremely sensitive to the relative im-
portance of the different star formation modes.

Unfortunately, it is not possible to determine the specific fea-
tures that, within each model, produce the observed trends on the
quenching of star formation. This requires a more detailed inves-
tigation that we plan to explore in a forthcoming paper.
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ABSTRACT

We present the results of an ultra–deep IR imaging survey executed with the Hawk-I imager at the VLT, that observed in the K and Y
bands the UDS and GOODS-South fields covered by the CANDELS survey. We dub this public surveys HUGS, an acronym for Hawk-
I UDS and GOODS Survey. This paper describes the survey strategy, the observational campaign and the data reductions process.
We show that, thanks to exquisite image quality and extremely long exposure times, HUGS delivers the deepest K-band images ever
collected over areas of cosmological interest, and in general ideally complement the CANDELS dataset in terms of image quality and
depth. In the GOODS-S field, the K-band observations cover the whole CANDELS area with a complex geometry made of 6 different,
partly overlapping pointings, in order to cover in a proportional fashion the deep and wide areas in CANDELS. In the deepest region,
that includes most of the Hubble Ultra Deep Field, exposure times exceed 80 hours of integration, with a 1 − σ magnitude limit
per square arcsec of about 28.0 mags (AB). The seeing is remarkably exceptional and constant across the various pointings, ranging
between 0.38” and 0.43”. In the UDS field the survey is about one mangnite shallower, to match the correspondingly smaller depth
of the CANDELS images, but includes also the Y band, where WFC3 is lacking. In the K band, with an average exposure time of 13
hours, and a seeing ranging from 0.37” to 0.43”, the 1 − σ magnitudes limit per square arcsec is about 27.3mags. In the Y–band the
average exposure time is of about 8 hours, and an average seeing of 0.45”-0.5”, reaching 1 − σ magnitudes limit per square arcsec
of about 28.3mags. We show that the HUGS observations do match the depth of the CANDELS WFC3 data, since most of even the
faintest galaxies detected in the H band images CANDELS are detected in HUGS. We finally present the number counts in the K
band, as obtained after combining the two fields. We show that the slope of the number counts depends sensitively on the assumed
distribution of galaxy sizes, with potential impact on the estimated EBL. All the HUGS images and catalogs are made public at the
web site http://www.oa/roma.inaf.it/HUGS.

1. Introduction

Ultra-deep imaging surveys are one of the main tools to explore
the early phase of galaxy formation and evolution. To some ex-
tent, each innovative step in the technology of telescopes and de-
tectors has been immediately applied to obtain the deepest possi-
ble observations - the early galaxy number counts obtained with
the first CCD (Ellis (1997) and references therein) being an ob-
vious example. In the optical range, the set of the early Hubble
Deep Field Campaigns (Williams et al. 1996, 2000) paved the
ground to the first exploration of the high redshift Universe.
Ground–based telescopes have also been used at similar purpose
since the end of the last century, with nearly every new instru-
mental set-up available (e.g. the NTT Deep Field (Fontana et al.
2000), the Keck Deep Field (Sawicki & Thompson 2005), the
VLT Fors Deep Field ((Heidt et al. 2003), and others.

In recent years, more emphasis has been progressively de-
voted to deep imaging surveys in the near–IR. The most recent
and spectacular case is the long series of Ultra Deep Field cam-
paigns, obtained with the Wide Field Camera 3, the latest and
more efficient instrument on board of HST. The observations se-
cured in the various bands from the Y98 to the H160 represent our
deepest view on the Universe, reaching a final depth that in some
case exceeds the 31th magnitude.

The shift to near–IR surveys has not been driven by tech-
nological developments only. These surveys are motivated by
our desire to compensate the negative effects of k–corrections at

high redshifts, in order to sample the rest-frame optical emission
of galaxies up to the earliest phase of galaxy evolution.

In this context, K–band deep surveys have remained a fun-
damental tool even in the WFC3 era. As an example, the wave-
length shift from the H160 band (the longest accessible from
HST) to the K band enables us to extend the redshift coverage of
the rest–frame B band from 2.6 to 4. At z > 3.5, imaging long-
ward of H-band is needed to locate and measure the size of the
Balmer break, which reaches IRAC 3.6µm only at z > 8. It is
worth remembering that, at z = 6, the wavelength gap between
H and 3.6m is comparable to the gap between the observed Z
and K bands at z = 3. Thus, straddling this large spectral range
with deep K-band is crucial for an accurate determination of the
rest-frame physical quantities (stellar age, stellar mass, dust con-
tent) of galaxies in this redshift range. For this reason, most of
the newly introduced near–IR imagers have been used to secure
progressively deep fields in the K-band, that has been used at
the crucial purpose of obtaining mass-selected samples of galax-
ies at high redshift (Moustakas et al. 1997; Huang et al. 1997;
Cristóbal-Hornillos et al. 2003; Labbé et al. 2003; Minowa et al.
2005; Grazian et al. 2006; Cirasuolo et al. 2010).

Needless to say, an ultradeep field in a single bandpass is of
relatively little scientific usage. For this reason, most of the sur-
veys mentioned above have been focused on few, selected high
latitude fields, in order to accumulate deep multiwavelength ex-
posures across as many bandpasses as possible. Building on the
experience of the early HDF, the concepts of color selection cri-
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teria and photometric redshifts have become a common tool to
explore galaxies at high redshifts.

The CANDELS survey is the latest, and most ambitious en-
terprise of this kind. It is a 900-orbit HST program (PI S. Faber,
Co-PI H. Ferguson), representing the largest HST time award
ever made. The new HST WFC3 imaging delivers 0.1-arcsec J
(F125W) and H (F160W) imaging reaching 27.2 mag (AB; 5σ)
over 0.25 sq. degrees, with even deeper (28 mag., AB; 5σ) 3-
band (Y, J, H) imaging over '120 sq. arcmin (within GOODS-
South and GOODS-North). It also delivers the necessary deep
optical ACS parallels to complement the deep WFC3 imaging.
The major scientific goals of this MCT program are the assembly
of statistically useful samples of galaxies at 6 < z < 9, measure-
ment of the morphology and internal color structure of galax-
ies at z = 2 − 3, the detection and follow-up of SuperNovae
at z > 2 for validating their use as cosmological distance indi-
cators, and the study of the growth of black-holes in the cen-
ters of high-redshift galaxies. With ultra-deep radio imaging
available in all 5 fields, deep X-ray imaging either available
or planned, and Herschel/Laboca imaging (plus soon SCUBA2)
also now provided at sub-mm wavelengths, the legacy value of
the Spitzer+HST data is clear and unrivalled.

While optical ground-based or ACS imaging is available
over most of the fields, the availability of adequately deep K–
band data on the CANDELS fields is much scanty. Because
of the small field of view, the depth of the ISAAC mosaic on
GOODS-S is also significantly shallower than the new WFC3
observations from CANDELS, and of inhomogeneous quality.
To fill this gap, we have designed a survey that makes use of the
recently newly available instrument Hawk-I (the High Acuity
Wide field K-band Imager, Kissler-Patig et al. (2008)) at VLT.
The instrument delivers relatively large field-of-view square im-
ages with 7.5 arcmin of size, with exquisite sampling of the
PFS (the pixel size is 0.11”) and state-of the art quantum effi-
ciency and cosmetics. Being optimally matched to the size of
the CANDELS fields, it allows to reach an unprecedented com-
bination of depth and area coverage. Our survey targets two
of the three CANDELS fields accessible from Paranal, namely
GOODS-S and the UDS, since UltraVISTA will already deliver
ultra-deep Y, J, H, K imaging within the COSMOS field in the
forthcoming years. We dubbed this survey HUGS (Hawk-I UDS
and GOODS Survey) to emphasize the unique role of Hawk–I in
this task.

Although HUGS is designed to complement the WFC3
CANDELS observations, it will also enable scientific investi-
gations on its own, thanks to the depth of the K band images.
Among these, we mention for instance the analysis of the spec-
tral energy distribution of z ' 4 galaxies, where the H band al-
lows us to sample with high accuracy the Balmer break of se-
lected LBGs (see Castellano et al. 2014, subm) or the evolution
of the galaxy mass function at high redshift (see Grazian et al
2014, in prep.), where K–band selected samples are required to
be as complete in mass as possible.

This paper describes and the accompanying data release pro-
vide a complete compilation of the data obtained within HUGS
and also in all the previous observations that we executed with
Hawk–I on GOODS. We note indeed that the GOODS-S field
was already observed with Hawk–I in the framework of both the
Hawk-I Science Verification as well as of a previous ESO Large
Program aimed at identifying z ' 7 galaxies. These program has
delivered a robust estimate of the Luminosity Function of z ' 7
galaxies (Castellano et al. (2010a,b)), and led to the discovery
of the first robust spectroscopic confirmation at z > 7 (Vanzella
et al. (2011)).

UDS 3 UDS 2UDS 1

0 421 841 1266 1686 2111 2531 2952 3377 3797 4218Fig. 1. The location of the three Hawk-I pointings overlaid on the
WFC3-CANDELS mosaic of the UDS. Greyscale of the WFC3 images
is on a linear stretch from 0 to 4ks.

This paper describes the survey design and the data collected
out of the whole survey. We provide accurate estimates of the
final quality of the data, in terms of depth and image quality -
the latter is particularly impressive, given the long integrations
from the ground that have been used. We finally use these data
to obtain the deepest galaxy number counts ever secured in the
K band over a statistically meaningful area. We have used AB
magnitudes throughout the whole paper.

2. Survey strategy

The HUGS survey has been designed to cover the two
CANDELS fields that do not have in the present or in the near
term future suitably deep K band images: UDS and GOODS-
South (hereafter GOODS-S).

The depth of the images in the K band has been tuned in
order to match the depth of the WFC3 images produced in the
J125 and H160 filters. In practice, the target depth was 0.5 mag
shallower than H160 ones, suitable to match the average H − K
color of faint galaxies.

In both fields deep Y band images have also been acquired.
In the case of UDS, these images complement the CANDELS
data set, since neither the Y098 nor the Y105 has been obtained
within CANDELS. In the case of GOODS-S, the images come
from an earlier program designed to select z ' 7 galaxies
with ground-based images Castellano et al. (2010a,b). These im-
ages are slightly less deep than the Y105 images that have been
later obtained within CANDELS, and cover about 70% of the
GOODS-S field, but are nevertheless reduced and made avail-
able here. We describe below the details of the two fields, in
terms of pointings, exposure time and expected depth.

We note that, since Hawk–I is a mosaic of four square de-
tectors (2k×2k each), it delivers images that exhibit a shallower
cross at the center of the mosaic. Although our dithering pattern
has been chosen to minimize its impact, this feature is inevitable
in the output data.

2.1. The UDS field

Thanks to its quite regular shape, the UDS has been straightfor-
ward to cover with Hawk-I. Three different Hawk–I pointings
are able to cover 85% (CHECK) of the UDS field. The layout
is shown in Figure1. We show the position of the three differ-
ent pointings (named UDS1, UDS2 and UDS3 in the following),
assuming a nominal size of 7.5’×7.5’ for the Hawk–I image.
It is shown that the three pointings also provide two overlap-
ping regions that have been used to cross-check the photometric
and astrometric solutions in the three individual mosaics. The
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Fig. 2. Upper: the location of the Hawk-I pointings overlaid on the
WFC3 data available on the GOODS-South field. The black square at
the centre is the HUDF12 region. Greyscale of the WFC3 images is on a
linear stretch that saturates at the deepest levels of the CANDELS data
- the HUDF12 is deeply oversaturated.

three pointings have been exposed with nearly identical expo-
sure times, of 8 hours in the Y band and 13 hours in the Ks band
(final exposure times are slightly different since some image has
been discarded during the reduction process). Table 1 summa-
rizes the location and exposure time of the various pointings.

2.2. The GOODS-S field

The coverage of the GOODS–S field with CANDELS is more
complex, and forced us to a more complicated pattern for the
HUGS observations. The WFC3 observations are deeper in a
rectangle region (10 by 7 arcmin by side, named GOODS–Deep
in CANDELS) that spans the entire width (West-East extension)
of the GOODS–S field, and is centered in the vertical (i.e. North-
South) direction. Close to the center of this area it is placed the
Ultra Deep Field region (UDF in the following). These deep
images are complemented by shallower images, partly coming
from the ERS survey and partly by CANDELS, that cover the
remaining part of the original ACS frames. Our final layout has
been designed to deliver a deeper image over GOODS–Deep,
while covering nearly the whole CANDELS area. Since the
width of the GOODS–S field is 10arcmin, it cannot be covered
efficiently with a single Hawk–I pointing. We therefore decided
to cover the whole field with a 2 × 3 grid of pointings, rotated
by −19.5 degrees as the ACS and WFC3 mosaics. The layout is
shown in Figure2: as for the UDS, we show both the position
of the 6 individual pointings overlaid upon the WFC3 exposure
map (that includes also the position of the UDF and the other
parallel deep fields) as well as the final expected exposure map.

The pointings are offset in the W/E direction by 3 arcmin
each, and in the NS by 6 arcmin each. This approach has also
made optimal use of the Ks–band images obtained in our first
program. The two central pointings have been exposed with sig-
nificantly longer exposure times, for a total of about 31 hours,
while the four upper and lower pointings have been exposed for
about 11 hours each. We therefore name GD1 and GD2 the two
deep exposures, and GW1, GW2, GW3, GW4 the four shal-
lower ones 1 This layout has also the advantage of producing
a final mosaic where each region of the GOODS-Deep area is
observed with different physical regions of the instrument, fur-
ther minimizing possible trends due to large-scale residual in the
flat-fielding.

Looking at Figure 2 it is immediately appreciated that the
coverage of the GOODS-Deep area is not uniform, because of
the combined effects of the pointing locations and of the Hawk–I
gaps. It reaches nearly 90 hours of exposure time in the very cen-
tral area, that covers most of the UDF, and in any case more than
40 hours of exposure over the remaining part of the GOODS-
Deep area. It currently represents a unique combination of depth
and area in the K band.

During the earliest observations, several frames were inci-
dentally acquired in the H and Br–γ filter, over the GD1 point-
ing. We have reduced also these images, and make them avail-
able, although they have not been used in any scientific analysis
so far.

Table 2 summarizes the location and exposure time of the
various pointings.

3. Data acquisition and reduction

3.1. Observations

All images in the K band has been obtained with individual im-
ages of 10 seconds of integration, averaged in sets of 12 images
during acquisition (in the ESO slang these two parameters are
referred to as DIT and NDIT, respectively). In the case of the
Y band images we have adopted DIT=30 and NDIT=4. A ran-
dom dithering pattern with a typical offset of 12 arcsec has been
applied in all cases. Observations were scheduled in Observing
Blocks of about 1hr of execution each, corresponding to about
45 and 48 minutes of exposure in K and Y, respectively. The par-
allactic angle of each OB was rotated by 90 degrees, so that the
final mosaics are the results of individual images obtained with
different physical regions of the detectors, which allowed us to
test the accuracy of the photometric and calibration procedures.

All observations have been executed in Service Mode, over
the period comprised between P86 and P90. We have retrieved
from the archive all the images obtained during these runs, in-
cluding those that were not graded within specifications during
the observations. All images have been analyzed with an auto-
mated pipeline to assess their quality. We have included in the
final coadded frames also some of the images graded “out of
specs”, except those with wildly discrepant seeing, poor pho-
tometric quality or other cosmetic defects. For this reason the
actual exposure times listed in Tables 1 and 2 are slightly dif-
ferent from pointing to pointing, although we planned identical
exposure times.

1 For those readers who’d dare downloading and reducing the
raw data from scratch, these are named GOODS1 or GOODS-D1,
GOODS-D2, GOODS-WIDE1, GOODS-WIDE2, GOODS-WIDE3
and GOODS-WIDE4 in the OB description.
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Table 1. Layout and summary of observations for the UDS field.

Pointing Central RA Central DEC Area (arcmin2) Exp. time (Sec/Hrs) Final seeing maglima maglimb

K band
UDS1 02:17:37.470 -05:12:03.810 70 48360 / 13.43 0.37 27.4 26.1
UDS2 02:17:07.943 -05:12:03.810 70 46820 / 13.00 0.43 27.3 25.9
UDS3 02:18:06.896 -05:12:03.810 70 45240 / 12.57 0.41 27.4 25.9

Y band
UDS1 02:17:37.470 -05:12:03.810 70 28800 / 8.00 0.45 28.4 26.9
UDS2 02:17:07.943 -05:12:03.810 70 28800 / 8.00 0.50 28.3 26.7
UDS3 02:18:06.896 -05:12:03.810 70 29400 / 8.17 0.48 28.2 26.6

H band
UDS1 02:17:37.470 -05:12:03.810 70 13800 / 13.83 0.44 N.A. N.A.

Br–γ band
UDS1 02:17:37.470 -05:12:03.810 70 5760 / 1.6 0.41 N.A. N.A.
UDS2 02:17:07.943 -05:12:03.810 70 5760 / 1.6 0.42 N.A. N.A.

Notes. (a) at 1σ arcsec−2 (b) at 5σ in 1 FWHM

Table 2. Layout and summary of observations for the GOODS-S field. We note that each pointing has been rotated with PA=-19.5degrees

Pointing Central RA Central DEC Area (arcmin2 Exposure time (Sec) Final seeing maglim(1) maglim(2)

K band
GOODS-D1 03:32:36.835 -27:47:45.24 70 113520 / 31.53 0.39 27.8 26.5
GOODS-D2 03:32:24.890 -27:48:33.22 70 112800 31.33 0.38 27.8 26.5
GOODS-W1 03:32:41.080 -27:51:44.32 70 47220 /13.12 0.43 27.4 26.0
GOODS-W2 03:32:29.650 -27:44:37.26 70 40800 / 11.33 0.38 27.3 26.0
GOODS-W3 03:32:31.796 -27:51:01.74 70 37320 /10.37 0.38 27.3 25.9
GOODS-W4 03:32:20.242 -27:44:59.97 70 41880 /11.63 0.42 27.3 25.8

H band
GOODS-D1 03:32:36.835 -27:47:45.24 70 21360 / 5.93 0.42 N.A. N.A.

3.2. Data reduction

We have initially used two pipelines to independently reduce the
images acquired in the first year of observations. One pipeline
has been developed at the Rome Observatory, and is derived
from a pipeline used to reduce LBT imaging data both in the
visible and in the IR. In its former version it has been used
to reduce the earliest Hawk–I data in GOODS-S (Castellano
et al. (2010a,b). The second pipeline has been developed at the
Edinburgh Observatory and used to analyzed other Hawk–I data
set Targett et al. (2011). We have then compared two pipelines
and their produced images have been compared, both in terms of
conceptual steps and algorithms adopted, as well as in terms of
the final mosaic produced. This comparison has yielded a final
version of the Rome pipeline, that has been used to eventually
process all the data, including a re-processing of those already
reduced. In this sense, the images produced here are slightly dif-
ferent - and better - than those used in Castellano et al. (2010b).
This pipeline is described in more details in a separate paper
(Paris et al in prep.) but we describe here the basic steps (that
follow the usual recipe of IR data reduction) and specific fea-
tures.

3.2.1. Pre–reduction

The raw images have been retrieved from the ESO archive and
each Observing Block has been processed separately at this
stage. The procedure of the pre-reduction consists on the re-
moval of the dark current and applying a flat-field in order to
normalize the response of each image pixel. At first each scien-
tific frame is subtracted by a median stack dark image obtained
by combining a set of dark frames, with the same EXPTIME
and NDIT values of the observation set images. Then a median

stack flat image (masterflat) is created, by combining a set of
sky flats taken with the same filter of the observation set, each
subtracted by its own dark. While combining, each flat is nor-
malized by its own median background level, in order to obtain
a final median stack flat normalized to unity. Each scientific im-
age is then divided by the masterflat, so the response of pixels is
finally homogenized. During the prereduction also pixel masks
are created to flag saturated regions, cosmic rays events, satellite
tracks and bad (hot/cold) pixel. We have also developed a spe-
cific procedure to take into accounts the effects of persistency -
i.e. the residuals left by bright objects observed within an expo-
sure, that leave residual counts on the subsequent image. After
some test, we decided to identify all the pixels that are above 104

counts in a given image and mask them out from the following
image. Given the large number of subsequent images, this effi-
ciently masks out most of the pixels affected by persistency. We
assume that the remaining contribution is efficiently wiped out
by the dithering process, such that it does not yield detectable
sources.

3.2.2. Background subtraction

After prereduction images are far to be flat. Structures appear
both at small and at large scales due to a variety of causes, such
as pupil ghosts, dust and sky background variation during the
observation, that are particularly remarkable in IR bands, espe-
cially in K. We have developed specialised algorithms to care-
fully remove these structures. Since they are assumed as addi-
tive features, the basic operation is to create and then subtract
maps of background from each image. The first map is a sigma-
clipped median stack image of the observations included in tem-
poral window - typically of about 10 minutes - around the pro-

4



A. Fontana et al.: The Hawk-I UDS and GOODS Survey (HUGS): Survey Design and Deep K-band Number Counts

-0.4 -0.2 0 0.2 0.4 1000

-0.5 0 0.5

Fig. 3. Differences in RA and DEC for all the objects detected in the
overlapping region between the GD1 and GD2 pointings. The two insets
on the right and top show the resulting distributions

cessed image. Y-band images show already a good result after
the subtraction of this first map, while a two-pass procedure has
been developed to subtract such residual features that survive in
K-band. At the end of this stage, in which each Observing Block
has been processed separately, images are flat and ready to be
processed to create the final mosaic.

3.2.3. Astrometric solution

In order to perform the coaddition an accurate astrometric cal-
ibration has to be performed. In fact images show geometrical
distortions arising from the positional errors of each pixel due
to many causes, such as optical distortions, atmospheric refrac-
tion, rotation of chips, non-integer dithering pattern, etc. The
procedure of astrometric calibration consists on two basic oper-
ation: the correction of relative linear offsets between exposures
and the refined absolute global calibration. For each exposure a
Sextractor catalog is created, and the relative linear calibration
between exposures is done by correcting for the offsets between
sources coordinates, computed by the cross-matching with a cat-
alog chosen as reference. The absolute calibration is done by giv-
ing an absolute reference catalog and correcting for distortions
through the sources coordinates cross-matching and by storing
the final corrected solution into the header of the images. For
both data sets we use as reference the CANDELS WFC3 im-
ages. For GOODS we use catalogs from Giavalisco et al. (2004),
Koekemoer et al. (2011) and Grogin et al. (2011), while for UDS
we refers to Koenemoer et al. (2011) and Grogin et al. (2011).

The ultimate accuracy of the astrometric solution has been
tested using the regions with overlapping images. As an exam-
ple, we show in Figure 3 the distribution of the differences in
RA and DEC for the objets that fall in the large overlapping area
between the GD1 and GD2 pointings.

3.2.4. Estimate of absolute noise image

Absolute noise map for each exposure are created directly from
the raw images. They are based on the assumption that the noise
is given by the Poisson statistics of the counts detected in each
pixel of the original frames. This contribution is propagated to
take into account the scaling applied to each pixel during pro-
cessing (including flat-fielding, normalization of exposure times
rescaling of zero-points etc). The resulting absolute noise map
at pixel X,Y , σ(X,Y)i can be obtained by the following formula:

σ(X,Y)i =

√
RAW(X,Y)i

gaini
×

1.0
√

FLAT (X,Y)i
×

1.0
√

ndit
(1)

where i = 1, 2, 3, 4 is an index that represents the number of
the chip of HAWK-I, RAW(X,Y)i the raw number counts at pixel
X,Y , gaini is the read–out-gain, FLAT (X,Y)i is the value of the
flat–field image used to calibrate the raw image, ndit the value
of NDIT

3.2.5. Coaddition

Our pipeline uses SWarp (Bertin et al. (2002)) to resample all
the processed images, implementing it into a procedure designed
to properly propagate the absolute r.m.s. obtained as above. At
first a global header is created from the input images which are
resampled according to the geometry described into the result-
ing global header. In order to obtain a physical exposure and a
rms map of the final mosaic, during the resampling the inter-
nal WEIGHT TYPE parameter has to be set to the MAP RMS
modality, so that a noise map has to be given for each expo-
sure. During the resampling stage images with bad astrome-
try informations are rejected, while for each resampled image
SWarp provides a weight map in output. The last step is to per-
form a weighted summation of all the resampled images, us-
ing as weight wi(X,Y) = 1/σi(X,Y)2, where σ for each pixel
is given by Eq. 1. The final rms map is obtained simply by:

RMS (X,Y) = 1/
√∑n

i=1 w(X,Y)i. These RMS images are re-
leased along with the science data (see below). Since the cur-
rent version of SWarp is not able to produce these r.m.s. images,
these steps have been obtained with a specific pipeline.

3.2.6. Photometric calibration

At the end of each reduction we have adopted a careful pro-
cedure to calibrate the photometry and estimate the zero point,
independently for each pointing. For each pointing we have cho-
sen at least one OB qualified as photometric during the observa-
tions, and we have stacked them in order to obtain a mosaic of
the field with about 1 hour of exposure, in good photometric con-
ditions and with consistent airmass. We then retrieved from the
ESO archive a set of standard stars observed at the same airmass
of the scientific images, and temporarily as close as possible to
the observations. We have reduced the standards using the same
calibration frames used for the scientific images. At the end of
the reduction we have extracted a catalog for each standard cal-
ibration image and by comparing the magnitude of the standard
star, corrected for extinction, with the magnitude reported in lit-
erature, we have got a first estimate of the zero point zp1, that
we assume can be straightforwardly applied to the stacked OB
described above. We have finally extracted and cross-matched
two catalogs, the first from the full complete mosaic, and the
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second from the 1-hour mosaic, calibrated with zp1. By com-
paring the differences in magnitude between the sources in the
two catalogs we have got a final refined estimate of the zero-
point. To minimize possible systematic offsets all these opera-
tions have been executed using the MAG BEST magnitude ob-
tained by SExtractor on the brightest objects only. We estimate
that the typical uncertainty in the derivation of the zeropoints is
of ±0.02 mags, as obtained from repeated estimate of the ZP on
independent sets of OBs and standards of the same pointing.

4. Validation and tests on Photometry

We have performed a number of tests, both on intermediate steps
of data reduction as well as on the final images, comparing them
with external data sets.

We report here two classes of comparisons, that may be of
general interest for the reader. In all these cases we have ob-
tained single–band photometric catalogs using SExtractor and
cross-matched the catalogs using the measured RA and DEC.
We then use the difference in observed total magnitudes for the
objects in common between the various catalogs. We note that
the stability of the photometric solution is in general quite good,
to the extent that its validation has been ultimately limited by
the uncertainties in the photometry. As our fields are relatively
devoid of stars, most of the objects that we have used for com-
parisons are galaxies. It is well known that, when galaxies are
observed with different seeing, sampling and depth, the estimate
of their total magnitude is affected by systematics that depend on
the size, profile and surface brightness of individual objects. To
minimize these effects we have performed these tests on bright
objects (typically those detected at S/N > 35) and used Kron
magnitudes, as measured by SExtractor, that are relatively less
sensitive to these effects.

First, we compared the catalogs obtained from fully reduced
stacks of the different pointings in the overlapping regions. They
have revealed small differences (usually within the errors) of the
zeropoints that have been averaged out in order to provide inter-
nally consistent data set.

All the pointings of our survey have overlapping region with
(at least one) nearby pointing. The typical size of these overlap-
ping areas is XX and YY in UDS, and larger in GOODS-S (see
Figure). We have used the observed systematic offsets between
the magnitudes in the various pointings (as shown in Figure 4)
as a measure of the systematic differences in the derived zero-
points. As shown in Figure 4, these offsets are always small (of
the order of 0.01 - 0.02 mags), consistent with the uncertainty of
the flux calibration. For the UDS, we have tied the photometry
to the zeropoint of UDS2, i.e. we have renormalized the original
zeropoints of UDS1 and UDS3 in order to make the photometry
of the overlapping areas fully consistent. In GOODS-S we have
similarly tied the photometry to the GD1 one.

We have also compared our final images to the previously
available images obtained by wider field imagers. The goal of
this exercise is to further check against large-scale trends that
may be left in our data, that cannot be identified on the overlap-
ping areas.

For the UDS we have used the DR8 release of the UKIDSS
Deep Survey, that has images a 0.77deg2 field that includes the
CANDELS field. For the GOODS-S we use the output of the
Extended Chandra Deep Field (ECDS), that was obtained with
the SOFI instrument on NTT. Results are shown in Figure5 and
Figure6. Again, they show no major systematic trend in the data.
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Fig. 4. Difference in magnitude for objects detected in both the GD1
and GD2 fields, as a function of the X, Y position in pixels in the GD2
field. Since the field is rotated by -19.5 degrees, using RA and DEC
could hide real trends in the reduced data. This plot is before any renor-
malization of the zeropoint (see text for details).
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Fig. 5. Difference in magnitude for objects detected in the UDS2 point-
ing and in the UKIDSS DR8 release, as a function of RA and DEC (see
text for details).

5. Data release

5.1. Images

We have finally obtained a set of mosaics of each data set, that
we make publicly available. For each data set we release:

– The coadded image for each pointing (UDS1,2,3, GOODS-
D1, D2, W1, W2, W3 and W4); These have all calibrated and
rescaled to a standard zeropoint of 27.5 for the K images, and
27.0 for the Y;

– The relevant absolute r.m.s. images, with the same flux scale;
– A global mosaic of the two fields in each bands, with the rel-

evant absolute r.m.s., after homogenizing all images to the
same PSF. This has been done by degrading the highest qual-
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Fig. 6. As in Figure5, for the GD2 and ECDS field (see text for details).

Fig. 7. Top: The final image on the UDS field, in the Y band. Bottom:
The weight image, computed as described in the text. Darker regions
have higher weight - and hence correspond to deeper regions of the
images. The leftmost pointing (UDS3) is slightly shallower than the
other two pointings, despite they have the same exposure time, because
the average background observed during the observations turned out
to be larger than for the other two pointings.THIS FIGURE MAY GO
FULL WIDTH

ity images to the one with higher seeing. Although the see-
ing are relatively similar, and all excellent, this procedure
inevitably degrades part of the information contained in the
data. The correlation of the background pixels is also visibly
different across each image, because of the different degree
of filtering applied to each original pointing.

– A global mosaic of the two fields in each bands, with the rel-
evant absolute r.m.s., without any correction of the different
PSF. These mosaic have varying PSF across the fields (in a
smooth way across the overlapping region) but do not show
a varying degree of correlation in the background. These are
probably most useful for illustrative purposes, and have been
used in the following illustrations.

We remark that the most accurate scientific analysis is, for
most application, obtained by separately using the individual
pointings and then combining the output in an appropriate way,

Fig. 8. Left: The final image on the GOODS-South field, in the K band.
Right: The weight image, computed as described in the text. Darker
regions have higher weight - and hence correspond to deeper regions of
the images. THIS FIGURE MAY GO FULL WIDTH

as we did for the derivation of the multicolor catalogs (Galametz
et al 2013, and see below).

The final images for the two fields are shown in Figure 7 and
Figure8 The images shown are those obtained by combining the
various pointings into a single mosaic, without performing any
PSF matching prior to coaddition.

Figure7 and Figure8 show also their r.m.s. images of the final
mosaics. The relics of cosmetics defects are clearly visible in the
r.m.s. images, that are less exposed in the regions where part of
the data have been removed to eliminate defects or trails.

Because of the inhomogeneous depth of the final mosaics,
the limiting magnitude is not constant across the fields, in partic-
ular for the GOODS-S one. This is shown in Figure10, where we
plot the distribution of the magnitude limit in the two fields. This
has been computed converting the calibrated r.m.s. contained in
each pixel into a 1σmagnitude limit in 1 arcsec2. The two peaks
in the UDS field come from the slightly shallow exposure ob-
tained in the UDS3 pointing, where the sky background effec-
tively observed in the data was higher than the average in the
other two. In GOODS-S, the 4 broad peaks in the distribution
of the magnitude limits come from the complex geometry of the
exposure, as shown in Figure8.

5.2. Catalogs

Catalogues from the HUGS images can be extracted in two dif-
ferent ways, either as “single band”, i.e. using the HUGS images
as detection image, or adding them to the full multiwavelength
suite of data in CANDELS.

5.2.1. Single band catalogs

Single-band catalogs are in principle straightforward to obtain.
We have used the SExtractor code to obtain single-band detected
catalogs that are distributed along with the images. However, a
compromise must be achieved in this case between two conflict-
ing requirements. First, to make full use of the largest possible
depth, the detection should be made on the global mosaic, espe-
cially in GOODS where the overlaps between the various point-
ings are significant. However, since the detection process must
be tuned to the PSF of the images, and given the different see-
ings of the HUGS images, to obtain a fully consistent catalog
we have used as input images the seeing–homogenised images
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Fig. 9. The center of the GOODS–S field as observed with hawk-I i
the K band (upper) and with WFC3 in H band (bottom). The dis-
played area is 1 arcmin wide, and is extracted from the region where
the Hawk-I data have the maximum depth. The H band image is from
the CANDELS Deep area. Both images have a dynamical range ex-
tending from 0.5σ to 100σ per pixel, on a logarithmic scale. Objects
encircled have an H magnitude ' 26 and a color H − K ' 0.5, typical
of faint galaxies.

presented above. This somewhat limits the possibility of detect-
ing the faintest galaxies in the pointings with the best seeing,
although the seeing difference among the various images is not
dramatically large (see Tables 1 and 2 ). We deemed this proce-
dure as the most appropriate to obtain single-band catalogs, that
are made publicly available for future uses. For the same reason,
the number counts presented in the next sections have been ob-
tained only on a sub-set of the images. Summarizing, the public
catalogs that we derive have been obtained using SExtractor on
the seeing–averaged mosaics of both UDS and GOODS-S. We

Fig. 10. Distributions of limiting magnitude in the 3 HUGS images, as
described in the legend. The lower x-axis shows the limiting magnitude
computed at 1σ in an area of 1 arcsec2, the upper at 5σ in an area of 0.4
arcsec2, comparable to the average FWHM. Note that the latter is not
the total magnitude of objects detected at 5σ in an area of 0.4 arcsec2,
since no aperture correction has been applied.

have applied a smoothing before detection (), and used as min-
imal detection area of (), requiring S/N > 5 in such area. The
background has been estimated .. (PUT HERE DETAILS OF
SEXTRACTOR runs.)

5.2.2. Multiwavelength catalogs

We have included the HUGS images (both in K and in Y) to
the GOODS and UDS multiwavelength catalogs described in
Galametz et al. (2013) et al and Guo et al. (2013) respectively.
In both cases we have detected the objects in the WFC3 H-band
image from CANDELS, and performed a PSF-matched photom-
etry on the HUGS images. This has been accomplished by using
the TFIT package to properly take into account the morphol-
ogy of each object during the deblending process. We defer the
reader to those two papers for more details. The Guo et al. cata-
log was compiled using only the first epoch of Hawk–I images in
GOODS-S. We have therefore obtained again the K-band pho-
tometry using the final images described here, for all the objects
detected in the H-band. This catalog is released here.

We note that, to deal with the different PSF of the various
images, we have independently processed each of the final indi-
vidual pointing described above, and thereafter weight-averaged
the photometry of objects detected on multiple images to ob-
tain the final photometry. Clearly, following this procedure the
ultimate depth of the catalog is driven by the WFC3 H-band im-
age. It may be of some interest to show how effective are the
HUGS images in providing us with useful information on the
CANDELS-detected objects, that is one of the main aim of the
HUGS survey. This is shown in Figure 11, where we plot the
fraction of the objects that are detected at 5σ or 1σ in the K
band as a function of the H magnitude. In the case of GOODS,
it is shown that as much as 90% of the H-detected galaxies have
some flux measured at S/N> 1 in the K band, down the faintest
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Fig. 11. Fractions of objects in the CANDELS catalogues that have a
detected flux in the HUGS data, as a function of the H band. Here the
H band is measured on the CANDELS F160W images, and the cor-
responding K–band flux is measured with the TFIT code on the final
HUGS images. Results are shown for two different S/N ratio in the K
band, and for the two HUGS fields, as shown in the legends.

limits of the H-band catalog, and that nearly 50% of the H' 26
galaxies (and 15% of the H' 27 ones) have a K-band solid de-
tection at S/N> 5. We note that these statistics are measured on
the full GOODS-S HUGS area, that is highly inhomogeneous in
depth both in the H and in the K bands. This result confirm that
our original goal has been achieved, and in particular that our
pointing strategy has been quite efficient to cover the inhomoge-
neous GOODS field at the requested depth.

6. Number Counts

We have finally obtained the number counts in the K-band, com-
bining both UDS and GOODS-S images. At variance with the
procedure described above, we decided not to use the seeing-
homogeneized mosaics since their use would limit the final
depth of the catalogs, due to the worse seeing. In practice, we
have obtained independent catalogs from the three UDS fields
(which have notably different seeing), optimizing each catalog to
the relevant PSF. In the case of GOODS, we built a specific mo-
saic using the two deep pointings D1 and D2 as well as W2 and
W3. These four pointings have remarkably close seeing, such
that we have built a mosaic without any seeing-homogenization,
that allows us to exploit the deepest images obtained in HUGS
without degrading their quality.

Four catalogs (UDS1, UDS2, UDS3, GOODS-
D1+D2+W2+W3) have been obtained by using SExtractor, as
described above. Number counts have been derived indepen-
dently on each image, using the procedure described below, and
a weighted average among them has been finally computed to
obtain the final number counts. The small overlap between the
UDS fields make the three catalogs not entirely independent, but
we have ignored this effect since objects detected in more than
one image are about 1% of the total. After trimming the outer
regions of the images, the final area over which we compute

Fig. 12. Number counts in the K band, from HUGS and from recent
literature. In blue are HUGS counts corrected for incompleteness as-
suming a size rhl = 0.1” − 0.3 for faint galaxies. In red the same counts
are corrected assuming point-like sources.

the number counts is 340.58 square arcmin, i.e. about 1/10 of
a square degree. We note however that the area over which
number counts depend effectively on the magnitude, because of
the inhomogeneity of our exposure maps, such that the deepest
number counts (those at K> 25) are computed over an area of
50.17 square arcmin in GOODS.

The key ingredient to compute number counts is the esti-
mate of the incompleteness and other systematics involved, that
is achieved through the use of simulations. As customary in these
cases, we have performed these simulations by inserting fake
objects in the images with a range of magnitudes (from K=18
to K=27.5) and sizes (we used exponential profiles with half-
light radius randomly chosen in the range 0”-0.4”). Objects have
been convolved with the observed PSF and placed at random
positions in the field. Thereafter, detection has been done in the
very same way as on the original images and the output magni-
tudes measured for the fake objects (when detected) have been
retained, along with the detected fraction. Only 200 objects have
been placed in each run, in order to minimize crowding effects.
Simulations have been repeated until 106 objects have been sim-
ulated in each field.

To use these simulations, we have followed exactly the same
approach used in the analysis of the deepest K-band image
obtained so far, in the AO–assisted Subaru Super Deep Field
(SSDF) Minowa et al. (2005) (see their equations 1) and 2)).
This method takes into account three sources of errors and in-
completeness. The first is the incompleteness, i.e. the fraction of
objects lost as a function of their real input magnitude. It also
takes into account the systematic effect that arise in the esti-
mate of their total magnitude: at small S/N, the Kron magnitudes
progressively underestimate the real magnitude of the detected
galaxies. Our simulations indicate that at faint fluxes this effect
can easily be of 0.1-0.15 mags, and neglecting it would bias the
estimate of the slope of the number counts. Finally, it includes
also the effect of fainter sources that may enter in the number
counts when falling on positive noise fluctuation. Simulated ob-
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jects are indeed simulated up to K ' 27.5, much deeper than
real limits, and extracted following a power-law in the number
counts, whose slope is varied until it matches the slope of the
recovered number counts. We defer to Minowa et al. (2005) for
more details.

The estimate of the correction depends on a critical assump-
tion, namely the distribution of galaxy sizes. At the exquisite res-
olution of the HUGS images the difference between compact and
point–like sources is measurable, as in the Minowa et al. (2005)
data. To get a hint of the real size distribution of the galaxies at
faint K band magnitudes, we have looked at the half–light radius
(rhl) of galaxies as measured by SExtractor in the H band WFC3
images in CANDELS-GOODS. While the rhl of stars is 0.15”,
that is the instrumental limit of WFC3, we find that galaxies at
K ' 26 (the typical magnitude where incompleteness is effec-
tive in the deepest GOODS data, see below) have rhl typically
ranging from 0.15” to 0.3”. There is also a clear trend with mag-
nitudes, with brighter galaxies being even larger than 0.3”, while
the typical rhl for galaxies at K ' 27 appears to be much closer
to 0.15”, the value of unresolved objects. We therefore computed
the correction for incompleteness in two cases: assuming point–
like sources (as in Minowa et al. (2005)) and assuming a distribu-
tion of size between 0.1” and 0.3”. Finally, to minimize the effect
of correction, we have used the counts from the various images
only when the incompleteness is negligible (¡5%), at the only
exception of the deepest areas in GOODS, that have been the
only used (with the appropriate correction) to reach the faintest
limits.

The final results is shown in Figure 12, where we show the
HUGS number counts computed with the two assumptions about
galaxy size, compared wit a number of recent results from the lit-
erature (SSDF: Minowa et al. (2005), HDFS: Labbé et al. (2003),
KDS: Moustakas et al. (1997), UDS: Cirasuolo et al. (2010),
WHTDF: Cristóbal-Hornillos et al. (2003), HWDF: Huang et al.
(1997), GOODS: Grazian et al. (2006)). Uncertainties have been
estimated assuming simple Poisson error.

As expected, the number counts agree very well with pre-
vious results from the literature. It is immediately appreciated
that the HUGS number counts exceed in depth and statisti-
cal accuracy all previous estimates at the faint side, with the
only exception of the faintest bin by the SSDF. The latter used
AO-assisted observations to reach a very small PSF, 0.18”, that
makes these observations more sensitive than HUGS to the de-
tection of point-like sources. We note that, instead, their com-
pleteness levels assuming extended morphology is comparable
to our own.

At the faint limit, it is immediately clear how dramatic the
impact of the assumptions on galaxy size is. Assuming point-
like sources we confirm the flattening of the number counts at
K= 24 − 26 detected by Minowa et al. (2005), in our case with
a much larger statistical accuracy, given the 50× larger field of
view of our images. Assuming instead a typical galaxy size in
the range 0.1”-0.3”, we find that the slope of the number counts
remains essentially unchanged up to K ' 26, with a slope of
about 0.18 (CHECK THIS NUMBER).

This difference in slope is potentially very important to es-
tablish the contribution of detected galaxies to the EBL. A robust
determination of this effect, however, requires more refined sim-
ulation and analysis of the galaxy size at different magnitudes,
possibly to be done with even deeper data as the HUDF12, that
is beyond the scope of this paper.

Table 3. K-band galaxy number counts in the HUGS survey, cor-
rected for incompleteness as described in the text. Number densities
are given as galaxies per magnitude per square degree. The full table is
available on the electronic version of the paper and at http://www.oa-
roma.inaf.it/HUGS

Magnitude bin log (N)a log (σ(N))a log (N)b log (σ(N))b

24.00 4.9274 3.2965 4.9283 3.2969
24.25 4.9582 3.3285 4.9588 3.3288
24.50 5.0033 3.4016 5.0021 3.4010
24.75 5.0639 3.5820 5.0619 3.5810
25.00 5.0827 3.6783 5.0774 3.6757
25.25 5.1068 3.6904 5.1187 3.6964
25.50 5.1147 3.7863 5.1648 3.8114
25.75 5.1203 3.7891 5.2363 3.8471
26.00 5.1391 3.7985 5.3038 4.0063
26.25 5.1758 3.9423 - -

Notes. (a) assuming unresolved morphologies for galaxies - see text for
details (b) assuming a distributions of half-light radius from 0.1” to 0.3”
for galaxies - see text for details

7. Summary

We have presented in this paper the ultra-deep images obtained
with the Hawk-I imager at the VLT in the K and Y bands on
the UDS and GOODS-South fields covered by the CANDELS
survey. We dub this public surveys HUGS, an acronym for
Hawk-I UDS and GOODS Survey. While the bulk of the data
presented here comes from a program specifically designed to
cover CANDELS, (The Large Program 186...) we have also in-
cluded in our analysis other data coming from previous observa-
tions on GOODS-S, that were acquired either during the Science
Verification Phase () or in the framework of another program de-
signed to look for z ' 7 galaxies (Castellano et al 2010, 182...).
These data comprise nearly all the available Hawk–I data on
GOODS and are discussed and made publicly available here.

This paper describes the survey strategy, the observational
campaign and the data reductions process. For the latter, we re-
fer the reader to the previous sections, that give full details. We
simply mention here that we have followed standard recipes for
these images, adopting a number of validation controls. First, we
have used two independent pipelines (one developed in Rome
and one in Edinburgh) to reduce the first epoch of data, and
cross-compared their results, that turned out to be consistent. In
addition, we used the large wealth of independent images ac-
quired over each field to internally validate the data. At the end
of these tests, we are confident that the observation uncertainties
are under control, typically at the level of few percent.

Similarly, full details of the observing strategy and resulting
data are described in the text. We refer the reader in particular to
Tables and Figures for further informations. We summarize here
the fundamental aspects of our survey.
• HUGS has been designed to complement the CANDELS

data in the two fields where crucial IR bands are missing: K band
in GOODS-S and Y and K bands in UDS. The depth has been
tuned in order to match the depth of the WFC3 images. For in-
stance, the K-band limit is set about 0.5 mag shallower than H160
ones, to match the average H − K color of faint galaxies.
• Pointings have also been optimized to cover CANDELS. In
the UDS, we covered 85% of the CANDELS area with 3 differ-
ent, marginally overlapping Hawk–I pointings. For the K band
in GOODS-S we adopted a more complicated pattern, made of
6 different pointings (two “Deep” and four “Wide”) that is de-
scribed in Figure2. This has allowed us to vary the exposure
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time over the field in order to match the varying depth of the
CANDELS images. Y band in GOODS-S covers about 60% of
the Eastern CANDELS area.
• In the UDS, the exposure times of each pointing are of about
13 hours in the K band and 8 in the Y band. The seeing is 0.37”-
0.43” in the K band and 0.45”-0.5” in the Y band. The corre-
sponding limiting magnitudes are mlim(K) ' 26, mlim(Y) ' 26.8
(5σ in one FWHM) or mlim(K) ' 27.3, mlim(Y) ' 28.3 (1σ per
arcsec2).
• In GOODS-S, the total exposure time in the K band

(summed over six pointings) is of 107 hours. Because of the
complex geometry, this corresponds to an exposure of 60-80
hours in the central area (the one covered by CANDELS “Deep”
) and 12-20 hours in the rest (the CANDELS “Wide area”).
The final average seeing is remarkably good and constant,
with 4 pointings at 0.38” (notably including the two deepest)
and 2 pointings at 0.42”. On the finally stacked images, the
limiting magnitudes in the deepest area are mlim(K) ' 27. (5σ in
one FWHM) or mlim(K) ' 28.3, mlim(Y) ' 28.3 (1σ per arcsec2).

•We have derived from the HUGS images two different fla-
vors of catalogues - a K-band selected catalogue, that we use
estimate number counts, and PSF-matched catalogues for all
the H-selected galaxies detected in the CANDELS images. For
the UDS, the corresponding catalog published in Galametz et al
2013 already uses the full HUGS data. On the contrary, the cata-
log for GOODS-S catalog obtained and made available here su-
persedes the catalog already published in Guo et al 2013, that
used only a preliminary version of the HUGS data, obtained
from shallower observations of the central area (pointings D1
and D2) only.
• The crucial goal of matching the CANDELS depth is fully

achieved, as shown in Fig. 11, where it is shown that a large
fraction of the CANDELS objects is detected in K even at the
faintest H band limits of the H-band image.

We finally present the number counts in the K band, as ob-
tained after combining the two fields. We describe the simula-
tions that we have adopted to correct for the incompleteness at
the faintest limits, with different assumptions for the size distri-
bution of galaxies. We show that our number counts extend to
magnitude limits fainter than any previous survey, with the only
exception of the AO-assisted images of the SSDF field. The lat-
ter have a FWHM of 0.18” and exposure times comparable to
our survey, and hence reach fainter limits for unresolved objects,
but on such a small area (1 sqarcmin) to be very uncertain in a
statistical sense. We show that the slope of the number counts at
the faintest sides depends sensitively on the assumed distribution
of galaxy sizes. It ranges from 0.18, if we assume that galaxies at
K > 26 are unresolved, to 0.22, if we assume that such galaxies
have a typical distribution of half–light radii from 0.1” to 0.3”,
as suggested by a preliminary analysis of the deepest CANDELS
images.

We made all the HUGS images and derived catalogs publicly
available at the web site http://www.oa-roma.inaf.it/HUGS.
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ABSTRACT

We report the LBT/MODS1 spectroscopic confirmation of two images of faint Lyman alpha emitters
at z = 6.4 behind the Frontier Fields galaxy cluster MACSJ0717.5+3745. A wide range of lens models
suggests that the two images are highly magnified, with a strong lower limit of µ > 5. These are the
faintest z > 6 candidates spectroscopically confirmed to date. These may be also multiple images of
the same z = 6.4 source as supported by their similar intrinsic properties, but the lens models are
inconclusive regarding this interpretation. To be cautious, we derive the physical properties of each
image individually. Thanks to the high magnification, the observed near-infrared (restframe ultravi-
olet) part of the spectral energy distributions and Lyα lines are well detected with S/N(m1500) & 10
and S/N(Lyα) ≃ 10 − 15. Adopting µ > 5, the absolute magnitudes, M1500, and Lyα fluxes, are
fainter than −18.7 and 2.8×10−18 ergs−1cm−2, respectively. We find a very steep ultraviolet spectral
slope β = −3.0 ± 0.5 (Fλ = λβ), implying that these are very young, dust-free and low metallic-
ity objects, made of standard stellar populations or even extremely metal poor stars (age . 30Myr,
E(B-V)=0 and metallicity 0.0 − 0.2Z/Z⊙). The objects are compact (< 1kpc2), and with a stellar
mass M⋆ < 108M⊙. The presence of the Lyα line and the intrinsic FWHM (< 300 kms−1) of these
newborn objects do not exclude a possible leakage of ionizing radiation. We discuss the possibility
that such faint galaxies may resemble those responsible for cosmic reionization.

Subject headings: cosmology: observations — galaxies: formation — galaxies: evolution — galaxies:
distances and redshifts

1. INTRODUCTION

The investigation of the distant Universe and the pro-
cesses that led to the reionization of the intergalactic
medium, are amongst the major goals of observational
cosmology (Robertson et al. 2010). While there are tens
(a few) spectroscopic confirmations of galaxies at red-
shift 6(7) (e.g., Vanzella et al. 2009, 2011), accessing the
faint-luminosity regime down to . 0.1L∗ remains chal-
lenging even with 8-10m class telescopes, especially for
z > 6. Before the advent of next generation observatories
like JWST and the extremely large telescopes, the only
viable way to pursue extremely faint distant objects, and
investigate the nature of their stellar populations (even
PopIII), is to exploit strong lensing magnification (e.g.,

1 The Large Binocular Telescope (LBT) is an international col-
laboration among institutions in the United States, Italy and Ger-
many. LBT Corporation partners are: The University of Arizona
on behalf of the Arizona university system; Istituto Nazionale di
Astrofisica, Italy; LBT Beteiligungsgesellschaft, Germany, repre-
senting the Max-Planck Society, the Astrophysical Institute Pots-
dam, and Heidelberg University; The Ohio State University, and
The Research Corporation, on behalf of The University of Notre
Dame, University of Minnesota, and University of Virginia.

Zackrisson et al. 2012, 2013). To this aim, Bradley et
al. (2013) (B13, hereafter) selected magnified candidate
galaxies at redshift 6 – 8 fully exploiting the 16-bands
photometry of the CLASH survey (Postman et al. 2011),
and found agreement down to ∼ 27 mag with the UV lu-
minosity functions of blank fields. After the completion
of the CLASH program, the investigation of the high-z
universe is now continuing with the ultradeep HST Fron-
tier Fields campaign (FF hereafter), that includes four
CLASH galaxy clusters2.
Accessing the faint luminosity regime (L < 0.1L⋆) at

z > 6 is crucial in the context of cosmic reionization (e.g.,
Fontanot et al. 2013): faint galaxies dominate the global
ultraviolet luminosity density (Bouwens et al. 2007) and
possibly have an escape fraction of ionizing radiation
larger than the brighter counterparts (e.g., Ferrara &
Loeb 2013; Yajima et al. 2011).
Here we report on the LBT/MODS1 spectroscopic con-

firmation of two faint z = 6.4 sources, significantly mag-
nified by the FF galaxy cluster MACSJ0717.5+3745,

2 http://www.stsci.edu/hst/campaigns/frontier-fields/
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Fig. 1.— Figure shows the 16-band CLASH RGB false-color image of MACSJ0717.5+3745, with the two z = 6.4 spectroscopically
confirmed images marked with red circles (the insets show the J125 zoom). The critical curves (µ > 100 here) for a source at zs = 6.4 from
the revised Zitrin et al. model are overlaid in white. The green circles mark the multiple images used as constraints (see Zitrin et al. 2009,
Limousin et al. 2012, Medezinski et al. 2013). As can be seen, the two z = 6.4 objects lay (a) close to the critical curves, and (b) in regions
in which there are hardly other multiple images known, so that the exact position of the critical curves is not perfectly constrained. The
proximity to the critical curves results in very high magnifications, of the order of few to few dozen, and correspondingly, large errors on
these estimates. Still, all probed models (see §2.1) yield µ > 5 for both images, which we have adopted throughout this work as our lower
limit, for conservative results.

study their physical properties, and discuss the contri-
butions of such objects to the reionization of the IGM.
Throughout this paper magnitudes are reported in the

AB scale and the world model, when needed, is a flat
universe with density parameters Ωm = 0.3, ΩΛ = 0.7
and Hubble constant H0 = 70 km s−1 Mpc−1.

1.1. Target selection and magnification

B13 selected 15 magnified z ≃ 6 galaxy candidates
behind the FF galaxy cluster MACSJ0717.5+3745, by
using their drop-out features and corresponding photo-
metric redshift estimate. In particular, we report here
the spectroscopic observations of two candidates from
their sample, macs0717 0859 and macs0717 1730 (859
and 1730 for short, hereafter), with photometric redshifts
of 6.1 ± 0.2 and 6.0+0.2

−0.3, respectively (and see Table 1).
The magnifications reported in B13 were µ = 15.6 (859)
and µ > 100 (1730) (i.e. the latter unconstrained since

the object is too close to the critical curves). The magni-
fication estimates were based on the revised lens model
by Zitrin et al. (2009; see also Medezinski et al. 2013)
who first performed the strong-lensing analysis for this
cluster, uncovering that is the largest magnifying lens
known to date (see Figure 1). Here we have also esti-
mated the magnifications from several other lens models
made for the Frontier Fields program (including a refur-
bished version of the Zitrin et al. model used in B13),
by running the Magnification Calculator3 available on-
line. The estimate from different groups, methods and
assumptions span the range between 5 and 70, with some
solutions even higher than 100 within the 68% confidence
interval. The medians among the different models are:
µ = 17.4+25

−13(
+50
−12) for 1730 and µ = 6.9+1

−1(
+30
−2 ) for 859,

where statistical and systematic errors (in parentheses)

3 http://archive.stsci.edu/prepds/frontier/lensmodels/
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Fig. 2.— Panel (A): the position of targets 859 (top) and 1730 (bottom) in the MODS1 slits over the J125 band are shown. Panel
(B): the two dimensional spectra, the Lyα lines (marked with a green circle), the sky spectrum and the CLASH multi-band cutouts (1.5′′)
are shown. Panel (C): The Lyα line of 859 compared with a low-z [OII] doublet identified in the same mask (filler object) is shown.

are quoted. The models for this lens are still not fully
constrained in the regions where the two z = 6.4 are de-
tected, both due to proximity to the critical curves, and,
lack of multiple-images constraints nearby.
We also acknowledge the possibility that the two

sources presented here are actually counter images of a
single background galaxy, as some of the models above
predict counter images within few, to dozen arcseconds,
from the location of the other z = 6.4 object. We did
not detect, however, any additional counter images where
the models predict them (although possibly, due to lesser
magnification where other images are predicted). As not
all models predict counter images, and predicted counter
images were not identified in the data, it cannot be un-
ambiguously determined if indeed the two objects are im-
ages of the same source. What is relevant here, though,
is the agreement among the different models that the
sources are strongly magnified (µ > 5), and the single
or double nature does not alter our findings on the de-
rived physical properties. In the following, to be most
conservative, we derive rest-frame quantities by adopt-
ing µ = 5 for both sources, and express the results in
terms of µ5 = µ/5.

2. DATA AND SAMPLE SELECTION

2.1. Spectroscopic observations with LBT/MODS1

The spectroscopic observations have been performed
in dual mode with the MODS1 instrument at the LBT,
that exploits the two red (5800-10300Å) and blue (3200-
6000Å) channels, yielding a total spectra coverage from
3200 to ∼10300Å on source. The red G670L and blue
G400L grisms with a slit width of 1′′ have been adopted,
providing a spectral resolution of R ≃ 1500 for both. Sci-
ence frames of 1200s have been acquired with a dithering
pattern of 1.5′′ shift along the slit for a total integration
time of 16800s for 859, and 11200s for 1730. The average
seeing conditions were ≃ 1.0′′. Data reduction has been
performed with the MODS1 spectroscopic reduction
pipeline based on VIPGI tasks (Scodeggio et al. 2005).4

In the two slits located on 859 and 1730, two emission
lines are clearly detected at 8980Å and 8981Å, respec-
tively, with observed fluxes of 1.4 × 10−17ergs−1cm−2

(with S/N = 15) and ≃ 1.0 × 10−17ergs−1cm−2 (with
S/N = 9), respectively (see Figures 2 and 3).

4 http://lbt-spectro.iasf-milano.inaf.it/pipelinesInfo/

Fig. 3.— One dimensional spectra of 859 and 1730 (top dotted).
The highlighted red parts of the spectra are zoomed in the bottom
panels with the sky spectrum (dotted). The position of the NV1240
line is also shown with a vertical dashed line.

3. RESULTS

• Nature of the lines: The large spectral coverage
(3200 − 10300Å) allows us to exclude low redshift solu-
tions like Hα at z = 0.37 or [OIII]5007 at z = 0.79, that
would be in contrast with the single line detection. The
only possible degeneracy is among [OII]3727 and Lyα.
However, [OII]3727 can be reliably excluded because of
the following reasons: (1) the doublet [OII]3726-3729 is
resolved in the present observations (see an example in
Figure 2, panel C) and (2) the observed equivalent width
(see below) of the lines is not compatible with the typ-
ical values observed at z < 1.5, i.e., they are too large
(e.g., Vanzella et al. 2009 and their Fig. 12). Moreover,
source 859 shows an asymmetric line profile toward the
red wavelengths (Figure 3), that is typical of this tran-
sition at high redshift. The spectrum of 1730 is slightly
shallower (11200s) and noisier than 859 (close to the edge
of the slit), and prevents us from detecting the asymmet-
ric shape, but the line width and the equivalent width are
not consistent with the [OII]3727 doublet.
Therefore we conclude that the two emission lines are
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Fig. 4.— SED fits with BC03 templates are shown. Nebular
emission lines are included in the fit. The two arrows for 859 are
1-sigma lower limits of IRAC 3.6µm and 4.5µm channels.

Lyα at the same redshift 6.387 ± 0.002. The striking
accordance of the two redshifts may add support to the
hypothesis that these two objects are multiple images of
the same background source. If confirmed, this could
provide further constraints to the lens model and there-
fore deserves future investigation and lens remodeling,
which is out of the scope of the present work. In the fol-
lowing we assume that these are two individual objects
and look at the properties of each of them separately.
• Rest frame UV continuum luminosity at 1500Å:

As mentioned above the wide spread on the magnifi-
cations allow us to identify an interval of possible lu-
minosities. Given the observed Y105 magnitudes (≃
1500Å) of 26.42 ± 0.11 for 859 and 26.34 ± 0.16 for
1730, the two sources have unlensed luminosities of
L1500 ≃ 0.25 µ−1

5 L∗
z=6, adopting L∗

z=6 from Bouwens
et al. (2007). It is worth noting that if µ > 10, these
galaxies would have L1500 < 0.07L∗

z=6. However even in
the more conservative case (µ > 5), these are among the
faintest ones spectroscopically confirmed at these red-
shifts with such a high signal to noise (Balestra et al.
2013; Bradac et al. 2012; Schenker et al. 2012).
• Equivalent widths and FWHM of the lines: The con-

tinuum is not detected in the spectra. Therefore, we
derive the continuum level under the Lyα transition by
using the closest HST band not including the line (Y105),
and correcting for the UV slope β (see below). The rest-
frame EWs of 859 and 1730 are 45 ± 7Å and 32 ± 10Å,
respectively. These are typical values if compared with
those observed at similar redshifts among Lyman break
galaxies or Lyα emitters (Stark et al. 2011). The FWHM
of the lines is also quite modest, after correcting for
the instrumental profile and doubling them for IGM ab-
sorption (e.g., Laursen et al. 2011), it turns out to be
. 200kms−1.
• Ultraviolet spectral slope β (Fλ = λβ): Following

Castellano et al. (2012) and Bouwens et al. (2013), ul-
traviolet spectral slopes have been estimated by fitting
the near infrared WFC3 magnitudes redward the Lyα
line, using the Y105, J125, F140W and H160 bands (for
859 the F110W band was also available and has been in-
cluded in the fit). Being achromatic, strong lensing is not
affecting the colors of the sources. The emerging slopes
for 859 and 1730 are very steep, β = −3.02 ± 0.37 and
β = −3.01± 0.56. Interestingly, this similarity is consis-
tent with the option the that these two objects are mul-
tiple images. While the source 1730 is close to a bright
galaxy and its photometry has to be taken with caution,
source 859 is isolated and with reliable colors (Figure 2).

Table 1. Observed and physical parameters for 859 and 1730.

Quantity macs0717 0859 macs0717 1730

R.A. (J2000) 07:17:38.18 +37:45:16.9
Decl. (J2000) 07:17:37.85 +37:44:33.7
Redshift 6.387(±0.002) 6.387(±0.003)
Y105(observed) 26.42(±0.11) 26.34(±0.16)
H160(observed) 26.88(±0.15) 26.78(±0.18)
H160(unlensed) 28.63+2.5Log10(µ5) 28.53+2.5Log10(µ5)
βUV -3.02(±0.37) -3.01(±0.56)

SFRUV (M⊙/yr) 1.6 [1-3] µ−1

5
2 [1-5] µ−1

5

SFRLyα(M⊙/yr) 1.2 [1.0-1.4]µ−1

5
1 [0.8-1.2] µ−1

5

M⋆(×107M⊙) 4 [2-12] µ−1

5
2 [2-22] µ−1

5

E(B-V) 0.0 [0.0-0.06] 0.0 [0.0-0.1]
age (Myr) 25 [10-100] 10 [10-250]
Met. (Z) 0.02 0.2

×L⋆
z=6

0.25 µ−1

5
0.27 µ−1

5

Area (sq.kpc) 0.8 µ−1

5
0.7 µ−1

5

FWHM(Lyα)(km/s) 100 [70-130] 140 [100-180]
EWrest(Lyα)(Å) 45 [38-53] 32 [22-42]

flux(Lyα)×10−18 2.8 [2.6-3.0] µ−1

5
2.0 [1.8-2.3] µ−1

5

Note. — Lyα fluxes are in units of ergs−1cm−2. Physical properties
refer to BC03 models with nebular emission. Quantities related to
Lyα do not include possible IGM absorption. In parentheses the 68%
confidence interval (statistical) is reported and µ5 = 1 corresponds to
µ = 5.

As noted by Z13, the possible presence of the 2175Å dust
feature may interfere with the estimate of the UV slope.
However, we tend to exclude this possibility on the basis
of the redshift and the Lyα emission lines that favor a
low dust attenuation.
• Size of the sources: As reported in B13, the two

sources are resolved in the HST/WFC3 images. Their
isophotal areas (provided by SExtractor) converted into
physical units are 0.8µ−1

5 and 0.7µ−1
5 sq.kpc. If they are

two distinct objects, we estimate a proper separation of
∼ 30 kpc in the source plane at z = 6.387.
• AGN activity: At z = 6.387 the expected NV1240

line is not detected (see Figure 3). The 1-sigma upper
limit NV 1240/Lyα is < 0.07 (typical value for AGNs is
10%, Alexandroff et al. 2013). Considering the above
ratio, that only 5% of high redshift LAEs are possible
AGNs (Malhotra et al. 2003), and that they are spa-
tially resolved, we conclude the Lyα emission is due to
SF activity.

4. DISCUSSION AND CONCLUSIONS

As described above, the two discovered sources (or a
single one in the case of multiple images) are the faintest
galaxies at z > 6 ever observed with a spectroscopic red-
shift confirmation and well detected Lyα lines and SEDs.
The investigation of new luminosity regimes through the
strong-lensing magnification gives the opportunity to ex-
plore possible new physical conditions.

4.1. Nature of the stellar populations

We examine their rest–frame properties through a SED
analysis. We first derive physical parameters assum-
ing ordinary stellar populations, i.e. by comparing the
observed SED with a set of Bruzual & Charlot (2003)
templates (BC03), assuming Salpeter IMF, metallicity
of 0.02, 0.2, 1.0 Z/Z⊙, and E(B-V) spanning the range
[0.0 – 1.0]. The current 1-σ lower limits from IRAC
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(3.6µm and 4.5µm channels) for 859 are ≃ 26.1AB, too
shallow to provide solid constraints on [OIII]5007+Hβ
and Hα nebular emissions. The other source 1730 is
contaminated by close brighter sources. The SED fitting
with BC03 includes nebular line and continuum emission
following Schaerer & de Barros (2009) (see Castellano et
al. 2014 for further details). The output of this exer-
cise is listed in Table 1. Regardless of the adopted µ,
the two sources turn out to be very small (. 1 sq.kpc),
with low SFRs (≃ 1−2M⊙/yr) and low stellar masses of
< 108M⊙. The properties related to colors (i.e., indepen-
dent from the magnification µ), such as dust attenuation,
age, and metallicity, are consistent with newborn objects
(see Table 1).
It is interesting to explore also the possible presence of

extremely metal poor (EMP, Z ≃ 1/2000Z⊙) and PopIII
stars (Z = 0). For this purpose we consider the SED fit-
ting and the predicted HST/WFC3 colors provided by
Inoue et al. (2011) and Zackrisson et al. (2013), (I11
and Z13, respectively), that also include nebular contri-
bution. The observed UV slope is compatible either with
very young, but still standard (PopII) stellar populations
(BC03), or with EMP/PopIII stars. In particular, 859
(with the most reliable photometry) has a (J −H) color
of −0.48 ± 0.19 that is consistent with an age < 10Myr
and log10(Z/Z⊙) even smaller than -6 (as shown in I11).
Similarly, compared with the models of Z13 and Raiter
et al. (2010), the slope and colors are compatible with
ages < 10Myr and very metal poor stars. Conversely,
the modest Lyα EWs would suggests that we are dealing
with standard stellar populations, given that PopIII stars
are often associated with Lyα EW ∼ 500− 1500Å rest-
frame (Schaerer et al. 2003; Raiter et al. 2010; I11). An-
other possibility is that the Lyα EW could be lowered for
extremely metal poor (Z/Z⊙ < 10−4) and even Pop III
(Z/Z⊙ = 0) galaxies if fesc > 0 (Zackrisson et al. 2013).
For example, I11 found a Lyα EW of ≃ 65Å for Z = 0
and 10Myr constant star formation, when fesc = 0.9.
Another property of the sources is that

SFR(Lyα)&SFR(UV), adopting the standard Ken-
nicutt conversions (Kennicutt 1998). As discussed in
Verhamme et al. (2008), this would be in line with an
E(B-V)≃0 and fesc(Lyα) close to unity (see Atek et
al. 2008, 2013). However, the Kennicutt relations may
not be valid here, i.e., in the case of a young burst or
constant SF for short timescales and/or the assumed
IMF. In fact the ratio SFR(Lyα)/SFR(UV) can be
as high as 4 in the in the very beginning, 1-50 Myr
(Verhamme et al. 2008 Fig.15, based on synthesis
models of Schaerer 2003), so that the IGM can play an
important role to lower the above ratio (damping part
of the Lyα line).
To summarize, such blue UV colors in these z ∼ 6.5,

sub-luminous galaxies are in line with the general trend
of bluer UV colors with decreasing luminosity observed
at high-redshift (e.g. Vanzella et al. 2009; Reddy et
al. 2011; Balestra et al. 2013). While it is hard to
make definitive statements about the populations con-
tent of these galaxies given the limited information we
have about them, we observe that a relative low-efficiency
star formation activity in these low–mass systems, and
its corresponding low time scale for chemical enrichment
compared to their more massive counterparts, could ex-

plain their very blue UV colors even without having to
invoke PopIII stars, although we certainly cannot exclude
their presence in the stellar populations of these sources
(e.g. Finkelstein et al. 2010). These kind of galaxies
could be examples of very low chemical enrichment, dust-
free systems, barely higher than the pristine gas that is
probably still feeding their activity of star formation.

4.2. Cosmic reionization

Regardless of the nature of the stellar populations, the
potential role these sources have in the framework of
cosmic reionization is intriguing. It is believed that the
abundant, fainter galaxies (M⋆ < 109M⊙) could signif-
icantly contribute to, or even be the dominant popula-
tions in, providing the ionizing radiation (e.g., Fontanot
et al. 2013; Ferrara & Loeb 2013; Yajima et al. 2011;
Razoumov & Sommer-Larsen 2010; but see Gnedin et al.
2008).
The direct measure of the escape fraction of ionizing

radiation (fesc) is in principle possible at z < 4. At
higher redshifts the measurement is unfeasible due to
the complete IGM attenuation of the Lyman continuum.
Nonetheless it is worthwhile to investigate each of the
main components that build the fesc quantity. As dis-
cussed in Vanzella et al. (2012), the fesc parameter is
the product of the gas opacity THI

900 = exp(−τ900) and
the dust attenuation Tdust = 10−0.4×A900. To first order,
Lyman continuum emitters should have both low dust
content A900 and low optical depth τ900. Interestingly,
the two sources described in this letter could match such
requirements. First, given the very steep UV continuum
the term related to dust attenuation is higher than zero
(Tdust = 10−0.4×A900 > 0, i.e., E(B-V)=0). Second, even
though addressing the gas attenuation in the interstellar
medium with current data is admittedly less reliable, it
is worth noting that the presence of Lyα emission would
not be in contrast with a fesc > 0. As discussed in Naka-
jima & Ouchi (2013), the EW(Lyα) remains almost un-
changed if fesc is ≃ 0−0.8. In addition, taking advantage
of radiative transfer models of Schaerer et al. (2011), the
relatively small FWHM of the Lyα lines (. 300kms−1,
see Table 1) would be in line with the expected low mass
and a possible low HI column density in front of the stars.
The reason is that Lyα resonance scattering is less effec-
tive if NHI is low, and photons escape easily along the
shorter path, decreasing the velocity dispersion. This,
could, in turn, be the telltale of efficient feedback in
these systems, capable of either sweeping away or ionize
a significant fraction of the gas surrounding the stars, a
mechanism advocated by theoretical models in low–mass
halos to self-regulate star formation. As a consequence, a
proportionally higher fraction of ionizing radiation could
be leaking out of these systems compared to their more
massive counterparts and be available to keep the IGM
ionized. Even though the derivation of the gas opacity of
the interstellar medium is highly uncertain here, the two
objects (or the single one, if they are multiple images)
are still consistent with the possibility that fesc > 0.
Regarding the single or multiple nature of the sources,

the similarity in the physical and observed characteristic
we derived in this work, would support they are multiple
images of a single background z = 6.4 galaxy, but the
different mass models we examined remain inconclusive
regarding this option.
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As discussed in Zackrsson et al. (2012) and Z13, such
galaxies represent the ideal candidates for future near-
and mid-infrared spectroscopic observations, especially
in the investigation of the interplay between the UV
slopes and the equivalent width of Hβ lines, and its re-
lation to the fesc parameter. Future facilities such as
JWST and extremely large telescopes will address this
issues.
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